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Abstract 

Nonlinear conjugate gradient (CG) methods are widely used for 
solving large-scale unconstrained optimization problems. Many works 
have tried to improve this method. It requires simplicity and low 
memory in numerical computation. The exact line search is used for 


