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Preface

Continuing in the footsteps of the three previous international conferences on
Dynamics in Logistics, LDIC 2014 was the fourth event in this series to be held in
Bremen (Germany) from February 10 to 14, 2014. The conference was accompa-
nied by a “Doctoral Workshop” as well as the “InTraRegio International Dialog
Event” and the “MAPDRIVER Kickoff Meeting” as satellite events. Similar to its
predecessors LDIC 2007, LDIC 2009, and LDIC 2012, the Bremen Research
Cluster for Dynamics in Logistics (LogDynamics) of the University of Bremen
organized the conference in cooperation with the Bremer Institut fiir Produktion
und Logistik (BIBA), which is a scientific research institute affiliated to the
University of Bremen.

The conference is concerned with the identification, analysis, and description
of the dynamics of logistic processes and networks. The spectrum reaches from the
modeling and planning of processes over innovative methods like autonomous
control and knowledge management to the new technologies provided by radio
frequency identification, mobile communication, and networking. The growing
dynamic confronts the area of logistics with completely new challenges: it must
become possible to rapidly and flexibly adapt logistic processes and networks to
continuously changing conditions. LDIC 2014 provided a venue for researchers
from academia and industry interested in the advances in dynamics in logistics
induced by new technologies and methods. The conference addressed research in
logistics from a wide range of fields including engineering, business administration,
computer science, and mathematics.

The LDIC 2014 proceedings consist of 72 papers including 10 young researcher
papers selected by a strong reviewing process. The volume is organized into the
following main areas:

e Shared Resources, Planning, and Control,
e Synchronization,
e Technology Application in Logistics,
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Transport and Green Logistics,
Supply Chain Management, and
Frameworks, Methodologies, and Tools.

There are many people whom we have to thank for their help in one or the other
way. For pleasant and fruitful collaboration we are grateful to the members of the
program and organization committee:

Michael Bourlakis, Cranfield (UK)

Sergey Dashkovskiy, Erfurt (Germany)

Neil A. Duffie, Madison (Wisconsin, USA)
Enzo M. Frazzon, Floriané6polis (Brazil)
Michael Freitag, Bremen (Germany)

Kai Furmans, Karlsruhe (Germany)

David B. Grant, Hull, Yorkshire (UK)

Axel Hahn, Oldenburg (Germany)

Bonghee Hong, Pusan (Korea)

Alamgir Hossain, Newcastle upon Tyne (UK)
Hamid Reza Karimi, Agder (Norway)
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Anténio G.N. Novaes, Floriandpolis (Brazil)
Kulwant S. Pawar, Nottingham (UK)
Marcus Seifert, Osnabriick (Germany)
Alexander Smirnov, St. Petersburg (Russia)
Gyan Bahadur Thapa, Kathmandu (Nepal)
Dieter Uckelmann, Stuttgart (Germany)

Carrying the burden of countless reviewing hours, we wish to thank our sec-
ondary reviewers Jannicke Baalsrud Hauge, Till Becker, Tobias Buer, Matthias
Busse, Jens Eschenbaecher, Stephanie Finke, Julia Funke, Rosa Garcia Sanchez,
Carmelita Gorg, Hans-Dietrich Haasis, Florian Harjes, Jens Heger, Jan Heitkotter,
Otthein Herzog, Aleksandra Himstedt, Michael Hiilsmann, Reiner Jedermann,
Frank Kirchner, Herbert Kopfer, Hans-Jorg Kreowski, Thomas Landwehr, Walter
Lang, Michael Lawo, Burkhard Lemper, Marco Lewandowski, Michael Liitjen,
Rainer Malaka, Afshin Mehrsai, Jasmin Nehls, Jirgen Pannek, Moritz Rohde,
Ingrid Riigge, Jorn Schonberger, Kristian Schopka, Xin Wang, Dirk Werthmann,
Stefan Alexander Wiesner, and Jochen Zimmermann for their help in the selection
process. We are also grateful to Aleksandra Himstedt, Ingrid Riigge, Marco
Lewandowski, and countless other colleagues and students for their support in the
local organization and the technical assistance during the conference. Special
thanks go to Ingrid Riigge and Aleksandra Himstedt for organizing the “Doctoral
Workshop” as well as the “InTraRegio International Dialog Event” and the
“MAPDRIVER Kickoff Meeting.” Moreover, we would like to acknowledge the
financial support by the BIBA, the Research Cluster for Dynamics in Logistics
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(LogDynamics), and the University of Bremen. Finally, we appreciate the excellent
cooperation with Springer-Verlag, which continuously supported us regarding the
proceedings of all LDIC conferences.

Bremen Herbert Kotzab
September 2015 Jirgen Pannek
Klaus-Dieter Thoben
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Shared Resources, Planning
and Control



A Micro- and Macroeconomic View
on Shared Resources in Logistics

Jorn Schonberger, Herbert Kopfer and Herbert Kotzab

Abstract In this paper, we introduce the concept of “shared resources” which is
used to prevent structural resource scarceness in the field of logistics. Due to the
unlimited growth of value creation activities, capacity limits of infrastructures
(for traffic, communication and energy) are reached and emission rights become
scarce. However, public infrastructure investments decrease while private invest-
ments become more difficult since individual private investors are unable to provide
sufficient capital. In conclusion, innovative resource providing concepts are needed
in logistics. The major innovation of this chapter is the proposal of an innovative
resource management concept to make today’s logistics systems and processes
sustainable with respect to the upcoming scarceness of input resources (e.g.
infrastructure) and output resources (e.g. emission rights).

Keywords Logistics - Shared resources + Scarceness -+ Common pool resources

Introduction

Logistics is responsible for all value creating and auxiliary processes when it comes
to achieve a spatial and temporal balance between demanded products and provided
products. Due to the high degree of labor share, it is necessary to move goods from
production sites to markets. That is why the logistics sector as an industrial branch
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was significantly growing during the past decades. The trend toward low price
products though requires intensive storage of finished (or semi-finished) products
until the product is requested from the market realizing economies of scale by
largest lots in production.

So far, production efficiency has been improved so that the available quantities
often exceed the requested quantities. However, product shortages and/or shortages
expectations are detected with increasing frequency. Since, the quantities are
available (produced) it can be concluded that this shortage happens during the
distribution stage in a value creation chain. Thus, the product shortage is identified
to be related to the logistics activities in a value creation chain.

Especially, the logistics sector faces obvious resource scarceness problems
which become immediately visible. Traffic jams indicate that the specific resource
“road” is scarce or even partly exhausted at certain times. The resulting congestion
prolong transfer times to the next transshipment terminal, and late arrivals there
causes additional delays in the material flow since the transshipment facilities are
already blocked and so on. Short local process disruptions finally result in process
delays spread over whole value creation networks. On the other hand, and in
contrast to the aforementioned resource scarceness there are unused resources like
semi-filled trucks that maintain unused capacities which cannot be exploited by the
operators.

Although, it is obvious that the resource scarceness needs to be managed by the
logistics sector, it remains unclear why this scarceness appears more often in our
today’s economic systems. It is a fact that this growing resource scarceness neg-
atively impacts the performance of the logistics sector in modern societies. Finally,
a performance decrease of the logistics sector compromises the economic prosperity
and growth of our society. Consequently, we need to understand the underlying
reasons for the observed scarceness of logistics resources and to propose strategies
to overcome this menace.

The primary goal of this chapter is to understand the mechanisms that finally
lead to the observed resource shortage which leads to the following two research
questions:

1. What are the underlying trends in the market conditions for the logistics sector
that contribute to the observed scarceness of resources needed for logistics
processes?

2. What are the longer term impacts of the ongoing trend to keep resources as
scarce as possible as a result of the involvement of private investors in the
provision of formerly general public resources?

First, we discuss several ongoing trends in the European economic systems that
contribute to a structural resource shortage in the logistics sector. Among other
drivers, the shift of resource provision from public to private is identified as a major
driver of these trends which are going to be addressed in the following.
Furthermore, we investigate to which extend cooperatively managed resources can
be exploited to protect the performance of the logistic sector under the changed
conditions.
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Logistic Resource Scareness from a Microeconomic
Perspective

Demand-Orientation and Workload Dependency
of the Logistic Sector

When using the term resource we refer to the general definition of a resource given
in (Wernerfeldt 1984): “By a resource is meant anything which could be thought of
as strength or weakness of a given firm.” All resources of a firm (or of an equivalent
organization form like a cooperation or project or joint venture) that contribute to
the realization of logistic services are called logistics resources.

During the starting phase of the industrialization, massive investments have been
directed into the set up work and extension of production systems. These invest-
ments were hedged by nearly unlimited demand from the market. The existing
scarceness of production resources led to relative scarceness of products. For this
reason, product selling prices were set so high that significant margin contributions
were realized. The largest part of the achieved profits remains within the production
sector. The other two basic values creating function transport and storage (referred
to as “logistics”) have been assigned auxiliary functions for the support of pro-
duction systems.

Going back to the aforementioned observation, today’s (regional or global)
comprehensive value creation models are based on the assumption, that logistics
services like transport, storage, and other accompanying activities are available
when needed and the costs for the utilization of these services are quite low. As a
consequence, provider of logistics services are expected to adjust their maintained
resource capacities to the demand that is mainly triggered and determined by the
output realized from the production part of a value creation process. However,
recent economic trends lead to scarceness of logistics resources which contradicts
the underlying assumption that logistics services are available at unlimited capacity
whenever needed at quite low costs.

External impacts leading to reductions of the production output or to a signifi-
cant increase of the produced quantities appear frequently. To hedge the perfor-
mance of logistics systems against these workload variations, providers of logistics
resources try to adjust their resources to the demand in order to preserve their
market position (demand orientation of logistics resources). In situations where the
workload is increased, resources are in danger to be exhausted causing additional
costs like overtime hour surcharges. In situations of decreasing demand, parts of the
resources remain unproductive. Since logistics activities are (still today) considered
often as support functions, it is hardly possible to cover the additional expenses
related to resource adjustments to the leading customers from production. Thus,
providers of logistics services try to increase the efficiency of the available
resources, but this strategy starts to fail because human resources as well as tech-
nical resources are reaching their natural performance limits. Workload peaks
cannot be managed anymore so that temporary resource scarceness appears.
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Trends Leading to Scarceness of Logistic Resources

The following market trends support the process of logistics resource shortage
extension.

Trend 1: Continued Deregulation of Markets (Regulatory Politics). The
logistics sector is severely affected by the deregulation of markets as the conse-
quence of the integration of national markets in the European Community. Access
to logistics relevant infrastructures like transportation systems of road, track, and
water has been regulated by national laws for several decades because each national
government wanted to protect the national value creation. Also military needs
played an important role in the protection and regulation of access to national
infrastructures. In this context, infrastructures have been provided and maintained
by the national government, and national providers of logistics services were
granted exclusive access to these infrastructures. No explicit access costs must be
paid by the users from the logistics sector. Prices for logistics services were not
determined on the market, but regulated by national law.

In the context of the integration of European markets, the deregulation of
infrastructure access plays a central role. Access to national infrastructures is now
possible to logistics service providers from other member states. Existing imbal-
ances of labor costs and prices are used by foreign logistics service providers to
enter so far closed markets and to gain significant market shares. Often the pressure
exerted on prices cut down profits of logistics service providers who have operated
profitable before. Often, sustainable price reductions for logistics services have
been established as a result of deregulation (Aberle 2009).

The deregulation of access to logistics affine infrastructure finally leads to
reduced profits, so that providers of logistics services must manage their resources
more carefully. Inefficient usage of resources must be prevented in order to ensure
the survival of companies from the logistics sector. Consequently, these companies
hesitate to extent the capacity of their resources if load peaks appear if this is
somehow possible. The demand for transport and other logistics services is still
increasing, so that such a behavior finally leads to scarceness of the maintained
resources in workload peak situations.

Trend 2: Increasing Prices for Energy Consumption and Emissions (Energy
Politics). The fulfillment of fragmented and geographically distributed customer
demand requires excessive transportation (e.g. case of Amazon, Ebay, and Dell).
The ongoing penetration of these transport-oriented distribution concepts finally
leads to an increase and intensification of logistics services, which accounts for 10—
15% of the overall product-related costs (Mantzos et al. 2003). The intensification
of transportation implies an increase of the consumed energy. In EU27, the logistics
sector reveals a very high amount of consumed energy (European Commission
2010) which is expected to grow further. Transportation contributes the largest part
of the overall energy consumption within this sector.
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Fossil energy is limited and the peak-oil, which indicates the beginning of fossil
energy scarceness, is expected to be reached already so that the price for fossil
energy starts climbing up.

Trend 3: Increasing Pressure for Internalization of External Costs (Fiscal
Policy). It has been decided at the beginning of the twentieth century that invest-
ments into infrastructure were of public interest. Motivation for this assignment was
twofold: (1) The growth of the production sector requires support; (2) A
well-developed infrastructure was a prerequisite for military power.

The production sector did not contribute to the installation and maintenance of
today’s infrastructure. Therefore, production-related costs do not include costs for
the installation of the distribution system. The internalization of
traffic-infrastructure costs was not intended (with the exception of the civil air
transportation).

The possibility to ignore any infrastructure-related costs in product-prize cal-
culations has led to an often global segmentation of production and value creation
processes within the past seven decades. Value creation chains are global today
exploiting least labor costs at different regions of the world.

During the past two decades, the extent of public funding that is directed to the
extension and maintenance of infrastructures has been cut down in most the
European countries. Some countries (e.g. Germany) started to take money for the
usage of major roads. Other countries extend the involvement of private investors
into the installation and renovation of critical infrastructure components like tunnels
or bridges. Often, the access to these infrastructures requires the payment of a
certain fee. Since taxes are not reduced, the costs for the execution of transportation
processes raise up so that so far external costs for infrastructure provision is par-
tially internalized.

The increase of the amount of energy consumed by the logistics sector is
accompanied by a continuous extension and intensification of harmful emissions
like greenhouse gases and noise (Wie and Tobin 1998). This happens despite
continuous technological innovations and improvements (Aberle 2009). It is social
need and political will to prevent sustainable damage of the ecological system, and
the limitation of the overall amount of emissions is enforced by regulations and
laws. The application of the concept of emission right trading is the most important
tool to limit the overall amount of harmful emissions at short hand and to reduce it
in the longer perspective (Wie and Tobin 1998). The need to buy the right to emit
harmful substances (or noise) leads to scarce “output resources,” since the overall
number of emission certificates is limited. The price for the right to emit harmful
substances (or noise) will finally grow up making energy consumption more
expensive.
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Logistics Resource Scarceness from a Macroeconomic
Perspective

Tragedy of the Commons

Over long periods societies are frequently faced with situations in which important
resources become scarce. Periods of dryness are typically followed by periods of
starvation. Also manmade shortages are observed, e.g., overfishing of the oceans
and overfertilization that result in slow extension of crop failures. Especially, with
respect to manmade (anthropogenic) scarceness it has been shown that the shortage
is the result of a long lasting and uncontrolled usage of resources that originally
were not scarce, but nobody felt responsible to take care for such a resource because
the considered resource has had no explicit owner. Such a resource is called a
“common-pool resource” (CPR) in macroeconomics (Ostrom 2008), and the des-
cent of common pool resources due to overstress by uncontrolled access to such a
resource is discussed as the “tragedy of the commons” (Hardin 1968).

Resource Supply in Logistics

The resources used by the logistics sector have been classified into three categories:
environmental resources, infrastructure resources, and private resources. The
ownership associated with resources from each category as well as the responsi-
bilities of funding for the installation and maintenance of the resources are shown in
Table 1.

Environmental resources have no owner in the legal sense. In the past, no
funding was directed to resources of this kind. Infrastructure resources are setup and
maintained by public source funding and have been owned by the general public of
a nation (the funding came of taxes and other duties of the national citizens). These
two categories of resources were accessible for all potential users. There had been
no explicit access and consumption control. Private resources have had an explicit
owner who is responsible for the funding of the installation and maintenance of its
resource. This owner has the right to grant or deny access to its resources.

Table 1 Historically grown responsibilities for the provision of logistics resources

Resource category Ownership Funding Access

Environmental (e.g. air, water) General - Uncontrolled
public

Infrastructure (networks for transport or General Public Almost

communication, security and emergency public of a resources uncontrolled

services) nation

Private (e.g. supra-structures and/or mobile Private Private Controlled

resources) investors
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Obviously, private investors want to gain profits with the resources they provide.
Therefore, it is reasonable that they control access to their resources effectively in
order to assign access rights to those users who are willing to pay the maximal
compensation for the resource consumption. Furthermore, it is reasonable to assume
that capacity of private resources tends to be scarce, since the private investors
assume a limited demand for the usage of the capacity of their resources. In case
that the actual demand exceeds the forecasted demand, potential users will be in
competition for the access to these resources.

The control of access to CPRs is possible, but often quite expensive so that it is
not reasonable to define a connection between the usage and payment of resource
utilization for a certain transaction.

CPRs have been investigated in depth in the context of a sustainable manage-
ment of socioeconomic systems. Examples for analyzed CPRs are the management
of water systems and fishery areas (Ostrom 2008) as well as drinking water
reservoirs (Kiinneke and Finger 2009) and forests. All these investigations have
been motivated by the need to overcome an already happened or expected shortage
of resources as a result of uncontrolled and myopic consumption of originally rich
resources. The recent situation of the environmental and infrastructure resources
required by the logistics sector is similar, and these two resources can be interpreted
as CPRs (different users compete for the capacity of these resources and access
control to these resources is very costly).

Transforming the Notion of Common Pool Resources
to Logistics

Since, we have found out that environmental as well as infrastructure resources
have transformed from formerly unrestricted resources to CPR it is reasonable to
establish a connection between the shortages of these logistics resources with the
shortages of other CPRs. The terminal point of this progress is referred to as
“tragedy of the commons” (Hardin 1968). As soon as this point is reached, the
considered resources are irreversibly destroyed. As it has been mentioned before,
previous investigations have developed strategies to stop the process of CPR
shortage effectively. The major innovation was to assign owner(s) to those
resources that are endangered and to obligate and reward a new owner for estab-
lishing a resource management that makes the resource utilization sustainable
(Altrichter and Basurto 2008). Such a resource protection is mainly based on
effective access control to the endangered resources (the CPRs).

The installation of resource control systems must be comprehensive for all
resources. With respect to environmental resources as well as infrastructures, first
step in this direction can be found that affects the logistics sector. First, most of the
European countries have installed access control systems to major road connec-
tions. So far, the major motivation for detecting infrastructure is to get tolls for the
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infrastructure usage. Access blockages are currently not subject of discussion.
However, the access can be balanced over time by setting quite high tolls during
travel peak times.

The determination of property rights is motivated by the implication that owners
of a resource have an intrinsic interest for the sustainable management of their
property. Public-private-partnerships (Gerstlberger and Schneider 2008) which are
recently used, e.g., in the extension of the German highway network are an example
in which the ownership of an infrastructure is transferred from general public to
private investors. Here, access control to the motorways are used to gain tolls from
automobilists, and the private investors get a portion of the overall sum of collected
tolls as long as they maintain their property in a shape that has been agreed with the
government. If the resource cannot be used as expected due to damage or inap-
propriate winter services, the transferred sum of collected tolls from the government
to the private investor is reduced. This gives motivation for the private investor to
maintain the setup infrastructure and to keep it in a good shape.

The second concept for the installation of access control for CPR does not
require any transfer of ownerships to private partners. Instead, access is completely
blocked to give the resource time to recover (e.g. environmental resources). It is
also possible that the governmental organizations specify a toll for using public
resources with the goal to install a market-based regulation of access to a scarce
resource. This market-based assignment of utilization opportunities for a scarce
resource enables an access control to public resources that does not need an active
role of the government during the assignment of utilization rights.

A recent example of market-based regulation of access control to scarce
resources with respect to environmental resources is emission right trading.
Emission certificates have been installed. Companies who are going to emit exhaust
gases must pay for a certain certificate that allows the company to leave out a
well-defined quantity of harmful emissions into the environment.

Although the control of access to infrastructure and environmental resources has
not a long tradition, the installation of mechanisms for access control has already
led to a shift in the responsibilities for the provision of logistics resources. Table 2
shows the recent ownerships of the three resource types as well as the updated

Table 2 Shifted responsibilities for the provision of logistics resources

Resource category Ownership Funding Access

Environmental (e.g. air, water) General public Public sources Controlled
and private (B)
investors (A)

Infrastructure (networks for General public of a Public Controlled

transport or communication, nation and private resources and (E)

security and emergency services) investors (C) private

investors (D)

Private (e.g. supra-structures and/or | Private Private Controlled
mobile resources) investors




A Micro- and Macroeconomic View on Shared Resources in Logistics 11

funding responsibility and also information about the applied access control.
Recently, established modifications of historically grown responsibilities compared
to the assignments given in Table 2 are printed in bold.

(A) Funding is now directed to the recovery and protection of environmental
resources. It is tried to recover previous anthropogenic damages and to reset
the original state of damaged zones. Funding comes from governmental
organizations as well as from private investors (e.g. via revenues from emis-
sion certificates).

(B) For the first time, control of the access to environmental resources is applied
(e.g. by restricting emissions to quantities covered by acquired certificates).

(C) Private companies are now allowed to become owners of infrastructures
resources (e.g. via public-private-partnerships for infrastructure projects).

(D) Private companies participate in the funding of infrastructure resources.

(E) Access to infrastructure is subject of control now. The aim of establishing
control is twofold: determination of usage tolls as well as blocking or limiting
the access.

Conclusion and Outlook

In this chapter, we have found answers of the initially stated research questions
concerning the analysis of the performance of the logistics sector in the future.
Regulatory politics, measurements of energy politics as well as the pressure to
reduce public funding of infrastructure projects affect the logistics sector.
Situations, in which logistics resources become scarce or unavailable, are detected
more frequently.

The reduction of the general public funding in infrastructure is accompanied by
increasing private investments in infrastructure resources. The capacity of private
funded infrastructure resources is adjusted to carefully estimate future demand
quantities. Thus, such resources are potentially scarce.

In the longer term context, it is necessary to equip the logistics sector with tools
to manage frequently appearing resource scarceness. We have proposed to install
business models based on so-called ‘“shared resources” for the logistics sector.
Shared resources are cooperatively managed by two or more independent partners.
The interchange of information about available capacities as well as demand to be
fulfilled contributes to the maximization of the efficiency of the available resources.
Imbalances between demanded and available capacity volume are reduced.
Although there are some applications in the logistics sector applying successfully a
cooperative resource management basic impacts, potentials and mechanism of the
common management of resources require basic and fundamental research.
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The Regulation of Shared Resources—
Impacts on the Logistics Sector

Soren Brandt and Jochen Zimmermann

Abstract Within the logistics sector, access limitation problems have so far only
been handled via bottom-up coordination. With the implementation of the European
Union’s Emission Trading Scheme (EU ETS) a regulatory top-down approach for
coordinating the use of shared resources got implemented. We analyze the new
regulations using three core characteristics to examine whether the market-based
mechanism could be used to coordinate similar economic problems. Insights about
the major issues of sharing problems illustrate potential effects on the logistics
sector.

Keywords Shared resources - EU ETS - Coordination - Limitation of resources

Sharing Concepts and the Logistics Sector

Today, society perceives greenhouse gas emissions as an increasing hazard for the
environment. The implemented sociopolitical regulations have led to restrictions for
the output of greenhouse gas emissions, and have created a new regulation of
environmental resources. Other remaining environmental resources have also been
substantially decreasing over the last years. This situation is a type of sharing
problem and can be analysed as tragedy of the commons (Hardin 1968). It describes
a situation where the strict limitation of resources is the only solution to prevent
their complete loss.

There are two different approaches for solving the access limitation problem.
The first uses a privatisation of public resources with the aim of persuading a central
coordinator or broker to take care of a sustainable and long lasting use via
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bottom-up coordination. The second approach applies market-based self-regulation.
It assigns the use of limited resources with a usage charge to solve the sharing
problem (Schonberger 2012). The market-based approach takes the form of a
regulatory top-down standardisation.

Surveillance and usage charges expose companies to a new situation of com-
petition not only in terms of sales, but also in terms of the supply of limited
resources: it affects margins, cooperation, prices and other risk factors. This new
sharing concept poses further challenges, as the logistics sector has relied on
bottom-up approaches for the coordination among companies. Hence, companies
have to take the new challenges into account not only in terms of an organisational
change, but also in terms of rethinking coordination and cooperation.

Market-based sharing concepts need a political decision about access limitation
and its implementation. In practice, only one major field in which this regulatory
sharing concept has been implemented exists, namely the European Union
Emissions Trading Scheme (EU ETS). We use the EU ETS as a tool for under-
standing the core issues of sharing problems within a situation of fragmented and
inconsistent information distribution, and we will use our insights to inquire into its
impact on the logistics sector.

The quality of the mechanism will be investigated by using the following three
core characteristics:

— availability of information,
— decisions on allocation plans,
— distribution of costs and benefits in an equitable and fair manner.

Market-Based Instruments and the Coordination of Shared
Resources

Since the end of the 1970s, market-based instruments have been discussed and are
increasingly used as an alternative to more rigid regulations when pursuing envi-
ronmental objectives (Stavins and Whitehead 1997). The objectives of
market-based models include the coordination of the different interests of market
participants and the implementation of environmental constraints set at a regulatory
level. Market-based systems comprise trading systems, and provide incentives for
market participants exceeding a simple compliance with emission limits. This
promotes a cost-effective implementation of regulatory requirements (Kruger et al.
2007) and the coordination of shared resources within affected companies on an
equal footing.

The discussion on instruments is still ongoing (Fischer and Springborn 2011).
Stavins (1998) decomposed the question to what extent regulatory approaches can
go towards solving the coordination of environmental resources. He discusses the
role of individual governments, the resulting activities and the distribution of
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political responsibility. Even 15 years later, the question of the appropriate mea-
sures and the correct setting of emission caps vex the politically initiated resource
allocation. The EU ETS is the only existing solution for the coordination and
sharing problem, and will be discussed in the following section.

Distribution of Costs and Benefits—Implications
Jor the Coordination of Shared Resources

In 1997, 84 nations signed the Kyoto Agreement to reduce greenhouse gas emis-
sions, causing permanent damage to the environment. With this, the participating
nations obliged to stick to defined levels of greenhouse gas emissions (Pizer 2005).
To fulfil the main objectives of the Kyoto Agreement the EU introduced the
EU ETS in 2003." It became effective in 2005 and is aiming at the lasting reduction
of CO, emissions throughout the EU (Bohringer et al. 2009). The EU ETS rep-
resents the worldwide largest market-based solution, addressing the reduction of
environmental issues (Kruger et al. 2007).

Basis for the EU ETS is the U.S. Acid Rain Programme, which represents the
worldwide first trading system for emissions of significant extent and got imple-
mented in 1990. It is considered as an effective instrument for achieving sustainable
solutions for environmental objectives, aiming at the reduction of CO, emissions
(Ellermann and Buchner 2007). Due to regulatory bottlenecks, appearing in the
form of trading systems for emission allowances, the state has established a new
mechanism for coordinating the use and the consumption of shared resources. Up to
now the combustion of fossil fuels for the energy production is generally not
covered by statutory prohibitions. With the introduction of the EU ETS, the reg-
ulator intends to connect the use of fossil fuels with economic disadvantages. The
objective is the sustainable reduction of fossil fuel use and thus the adherence of the
pollution limits defined in the Kyoto Agreement (Veith et al. 2009) as well as
fulfilling the societal claims for a limitation of greenhouse gas emissions. In terms
of the systematic design it makes use of the findings of the research by Crocker,
Dales and Montgomery from 1966, 1968, 1970 and 1972 (Veith 2010). Covering
more than 11,000 power generating stations and industrial power plants, the
EU ETS is the EUs basis for generating a cost-effective reduction of greenhouse gas
within 31 participating countries.

Within this trading system, affected companies are required to hold an emission
allowance for each tonne of CO, they emit. Meanwhile the EU ETS is in the third
trading period (2013-2020), following a test phase (2005-2007) and an imple-
mentation phase (2008-2012). Within each phase a certain amount of emission
allowances is provided for the affected companies, getting continuously reduced

"For an overview of the EU ETS regulations see http://ec.europa.eu/clima/policies/ets/index_en.
htm.
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(Dekker et al. 2012). The allocation is depending on the emission level each pro-
duction unit generated in a determined base year. During the first two phases the
allocation of emission allowances was nearly free of cost and very generous. In the
second phase an adjustment of the emission limits analogous to the limits mani-
fested in the Kyoto Agreement took place. However, this did not result in lasting
effects on the part of companies affected by the emissions trading system. When the
EU ETS was launched in 2005, the price for one emission allowance was in the
range of 5.00 Euro, whereas it quickly came to an increase in the range of 20.00-
30.00 Euros per emission allowance. After the publication of the emission output
for the year 2005 it became obvious that the market was in an excessively allocated
situation (Ellermann and Buchner 2007). As a consequence, the price for emission
allowances fell sharply before setting at a level of 15.00 Euro for a few months.
Already in the middle of 2007, the price for one emission allowance reached a level
that was close to nothing (Hintermann 2010). This resulted from the almost free
allocation in the years 2005-2012.

In contrast to the emissions trading scheme used in the U.S., the EU ETS offers
the option of a decentralised influence and refinement of the framework. This
decentralised definition of important factors such as the distributed amount of
emission allowances and the basic design of distribution, offered individual member
states the option to directly influence the mechanism on a national level (Ellermann
and Buchner 2007; Kruger et al. 2007). Due to this regulatory leeway, single states
were in the position to use a politically motivated interference while implementing
environmental policy objectives. Out of an economic perspective the hybrid design
in form of the national allocation modelling can lead to a situation of increased
costs which is in conflict with the fundamental goals of the sharing mechanism,
aiming at a cost-effective coordination of limited available resources. A solution
was launched as a part of the redesign in the third trading period. Since 2013 the
single allocation models have to follow a unified distribution system designed by
the EU (Bohringer and Lange 2012). Additionally, one EU-wide emission cap,
instead of 27 national caps, was established as part of the redesign.

Evaluating the base years used for the determination of future emission caps can
be seen from two different perspectives. Right now, the shaping of the EU ETS is
supporting production units which emitted enormous amounts of CO, in 1990. This
is possible due to the fact that the base year used within the EU ETS is 1990. In
contrast to this, the shaping of the market-based mechanism allows innovative
companies which are constantly reducing emissions to generate additional earnings
through the disposal of emission allowances not being necessary for the fulfilment
of the stipulated regulatory specifications (Kruger et al. 2007). Achieving this is
only possible when market prices within the market-based sharing concept are on
an attractive level providing additional earnings for market participants. This
contributes to an equitable and fair distribution of costs and benefits, which is
defined as a quality characteristic of a sharing concept at the beginning of this
chapter.

To achieve attractive prices for emission allowances, the EU has determined
additional changes for the third phase which started in 2013. Due to the initial
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allocation, which was free of charge, and thus the resulting excessively allocated
situation in the first periods, the EU decided to increase the share of auctioned
emission allowances. In particular sectors the share of auctioned emission allow-
ances will increase to 70 % in 2020, starting at 20 % in 2013. In addition to the
increased share of auctioned allowances, a decrease of the overall cap of 1.74 % per
year will take place, resulting in a total decrease of 21 % in 2020 compared to the
situation of 2005 (Bohringer and Lange 2012). With this, the EU implemented
regulations in response to the lessons learned in the past periods making the
EU ETS to an effective instrument for the coordination of shared resources. Still
one of the primarily questions is which sectors should be included in the future and
how many allowances should be allocated at no charge (Dekker et al. 2012).

Implications for the Logistics Sector

The consumption of environmental resources can be analysed as utilisation of
shared resources. Due to regulatory bottlenecks, appearing in the form of trading
systems for emission allowances, a new mechanism to coordinate the consumption
of shared resources was established. This mechanism gets enforced by the EU and
can be analysed as a top-down regulatory approach. All affected market participants
share the same database resulting in an objective configuration through the good
availability of data. Consequently the established market-based mechanism fulfils
the first quality characteristic of an efficient sharing concept stipulated at the
beginning of this chapter. Furthermore, this compulsory market compliance hides
the classic problems of coordinating shared resources along a typically fragmented
value chain, resulting in an almost ideal-typical shaping and the reduction of
uncertainty. Due to this, a consistent basis for all affected market participants can be
provided resulting in the fulfilment of the second quality characteristic. Within the
EU ETS the resource bottleneck is coordinated by using a market-based mecha-
nism. The price for emission allowances operates as a mechanism for exclusion
within the emissions trading scheme. Evaluating the effectiveness of this
ideal-typical coordination mechanism is possible by analysing the outcomes and the
behaviour among affected companies. Outcomes are recorded as the quality char-
acteristics of the market for emission allowances.

Due to the introduction of the new coordination mechanism, reactions on dif-
ferent company levels can be expected. A distinction can be made between the
internal reactions in relation to the organisation and management of shared
resources and the reactions of each individual affected company, acting under
competition, towards the competitors within the logistics sector. Hence the question
arises to which extent affected companies in cooperative structured sharing net-
works are willing to exchange emission allowances with potential competitors. The
design of interactions between companies and the existence of incentives encour-
aging cooperative behaviour apart from the compulsory market compliance set by
the regulator are also decisive quality standards of the market-based mechanism.
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Affected companies can strategically vary the intensity of cooperation with
competitors in the logistics sector. The potential range of feasible and legally pos-
sible reactions includes the autarkical trading of a company as well as the complete
linkage and integration of different companies belonging to a particular branch or
region. Investigating this constructs can draw inferences about the requirements for
disclosure and enforcement within the market for shared resources and shows which
incentives contribute to the participating in cooperatively shaped sharing networks.
Followed by the question which role the parent market-mechanism takes, it is
possible to examine whether the market-mechanism could be transferred to other
economic issues.

Logistic services are a cornerstone of a functioning value chain. Attributable to
the high energy consumption within the logistics sector, companies are especially
affected by the new regulatory standards of the EU. Today the German Renewable
Energies Act (EEG) and the EU ETS are connected. The EEG was resolved in 2000
to pursue the objectives of sustainability and climate protection.” §1 (1) of the EEG
defines the objective of establishing a sustainable energy supply in Germany. In
addition to the reduction in the use of fossil fuels, the EEG also addresses the
consideration of economic costs and the reduction of long-term external effects.
Particularly the development of new technologies in terms of generating energy
from renewable energy sources is one of the key features pursued by the EEG. The
objective of §1 (2) is to continuously increase the share of renewable energy in total
electricity consumption. By 2020 it is set to increase the proportion of renewable
energies to 35 %. In 2050 the proportion is targeted to be 80 %. In addition the
establishment of §1 (3) of the EEG regulates the increase of renewable energies to
have a share of at least 18 % of the complete energy consumption in 2020. With the
implementation of the EEG an increase in the use of renewable energies can be
observed within the EU, leading to a decrease in the use of fossil fuels and a
decreasing demand for emission allowances. Due to this, the price for emission
allowances will further decline, resulting in an ineffective allocation of limited
resources when the regulator is not adapting the cap for emission allowances. This
gets also visible by taking a look at plans of the German finance ministry. It planned
to raise 780 million Euro, mostly from the trading within the EU ETS, for a climate
and energy fund addressing the climate-neutral development of buildings in
Germany but only earned 300 million Euro in 2012 (Dehmer 2013). This happened
due to the fact that the prices for CO, emission allowances in 2012 were only
trading below a price of 10.00 Euro,” showing potential to improve the regulatory
framework used for the coordination of limited resources.

Analysing the three major objectives stipulated at the beginning of this chapter,
we examine the quality characteristics of a sharing concept. This has led to addi-
tional insights regarding market-based sharing concepts. Hence we are mapping a

2For an overview of the EEG see http://www.erneuerbare-energien.de/die-themen/gesetze-
verordnungen.

3For market information see http:/www.eex.com/de/Marktdaten/Handelsdaten/Emissionsrechte.
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research agenda for an ongoing analysis of shared resources in the logistics sector.
The main research topics can be illustrated as follows:

— The question whether a bottom-up or top-down approach should be used has to
be answered on a regulatory level.

— Instruments have to be developed which take the volatility of the logistics sector
into account.

— Incentives are not supposed to lead to distortion for single companies or sectors.

— The trade-off between persuading environmental objectives and company goals
has to be reasonable.

Resulting from this, an improvement of the economical, ecological and social
design of sharing systems can be expected. Examples include the efficient coor-
dination of shared resources, the limitation of greenhouse gas emissions, the
acceleration of an efficient capital allocation and the long-term securing of
employment in the logistics sector and its affiliated sub-areas.

Conclusion

Taken as a whole, the investigated mechanism can be seen as a positive regulatory
experience and a success in solving the access limitation problem of shared
resources. Up to now only 50 % of the CO, output within the EU is covered by the
present regulatory approaches, showing further potential for an expansion.

The implemented sharing mechanism contributes to the three core characteristics
stipulated at the beginning of this chapter. It provides the availability of information
by hiding the classic problems along a typically fragmented value chain. The
mechanism creates a consistent basis for all affected market participants, and
enhances decisions on allocation plans by reducing uncertainty. By using a trading
system for coordinating the consumption of shared resources the mechanism con-
tributes to the distribution of costs and benefits in an equitable and fair manner.

Due to its good transferability, the approach of market-based self-regulation can
also be used to coordinate other economic issues, resulting in a growing publicity
and the adaption across sectors. This could include limitations in the use of heavy
fuel oil, diesel and kerosene in the shipping and aviation sector. A worldwide
inclusion across countries and sectors will further improve the outcomes of regu-
latory implemented coordination systems and reduce disadvantages for single
sectors or regions.
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Shared Transport Systems—A New
Chance for Intermodal Freight Transport?

Aline Monika Gefeller and Jorn Schonberger

Abstract The term intermodal transport subsumes transport processes in which the
carried goods are packed/stored in loading units like containers or swap bodies or
trucks or trailers and these loading units are moved by truck in the local area
distribution and collection as well as by train (or barge) during the main-haul process
phase. In this paper, we are going to investigate the hypothesis that the reformation
of the management and administration of intermodal transport chains can contribute
to the promotion of this environmental-friendly and highway-disburdening kind of
long distance freight transport. We propose to change the administration, and to
manage a combined transport chain as a so-called shared system. The primary goal
of the here reported research is to analyze the general applicability of the sharing
principle in intermodal freight transport.

Keywords Multimodal transport - Intermodal transport - Shared transport sys-
tem - Resources - Combined transport

Introduction and Motivation

At least two means of transport (road, rail, see or air) are combined in one transport
chain in multimodal transport (Heiserich et al. 2011) for fulfilling a single origin to
destination transport process. The term intermodal transport addresses transport
processes in which the carried goods are encapsulated in loading units like con-
tainers or swap bodies or trucks or trailers (Kummer 2006). These loading units are
transshipped between different types of means of transport during the execution of
the multimodal transport process, but the goods contained in the loading units
remain within their original loading unit throughout the complete transport chain.
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In multimodal transport processes, handling activities (loading, transshipment)
and transport activities are alternating. The primary motivation for setting up
multimodal (intermodal) transport chains is obvious: combining the strengths of
each involved transport means in order to overcome the weakness of single-mode
transport chains.

The combination of truck-based road haulage and cargo train service in a
transport chain is the most prominent realization of an intermodal transport chain
(UIC 2012) in Europe. Here, the truck’s ability to reach almost every place in a
region is combined with the train’s ability to travel at relative high speed and in an
independent track. Furthermore, more than 6.7 millions of tons of CO, can be saved
annually if trains are used for bridging long distances (UIC 2012). In an intermodal
transport chain, the collection of the load in the origin region is assigned to a truck
service. Transshipment from the truck to the train of a container, of a trailer, or of
the complete truck is executed at a dedicated intermodal terminal in an early phase
of the transport chain in the origin region. Transshipment from rail to road is
performed in the destination region, so that the last phase of the transport chain is
again executed by truck on the road. Such a setting is called combined transport
(“Kombinierter Verkehr”) or CT.

Several governmental programs have been setup to promote CT and to define
incentive schemes with the goal to achieve a gain in the modal split for train
transport (Kombiverkehr 2013): (i) tax reductions for trucks involved in CT chains
apply, (ii) an increased maximal allowed total vehicle weight, and (iii) relaxation
from driving prohibitions on weekends and during holiday for trucks involved in
the execution of a CT process.

Several technical innovations for easing and accelerating the transshipment of
loading units from trucks to trains and vice versa have been proposed and tested in
prototypes like CargoBeamer (CargoBeamer 2013), Modalohr (Modalohr 2013),
MegaSwing (Randelhoff 2012), Flexiwaggon (Randelhoff 2011).

Despite tremendous efforts to promote CT in Europe and despite an average annual
growth of approximately 7 % (UIC 2012) its contribution to the total transport per-
formance is quite low. CT accounts for approximately 44.711 million tkm (Burkhardt
2012) of 3.824.000 million tkm (Eurostat 2013) in 2011 which is a share of
approximately 1.1 %. The setup and operation of CT chains seem to be unattractive
under the current legal and economic conditions, and the incentives schemes installed
for promoting CT seem to be inappropriate.

In this article, we are going to analyze the hypothesis that the reformation of the
management and administration of CT chains has the potential to lift the contri-
bution of this environmental-friendly and highway-disburdening kind of long dis-
tance mode of transport. For this reason, we propose to change the administration
and to manage a CT chain as a so-called shared system. This approach of orga-
nization is currently applied successful to passenger transportation as bike-sharing
(Ricker et al. 2012) as well as car-sharing (Ciari and Balmer 2008) and it is based
on the principle of using instead of owning (Deftner and G6tz 2013) that is in line
with the idea of a shareconomy (Weitzman 1984) in which risks and benefits are
shared among all market participants. In order to validate the aforementioned
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hypothesis, we first develop a catalog of criteria that covers customer requirements
concerning CT operations. Next, we propose four generic transport system setups
ranging from private to shared systems. We use the catalog of criteria to evaluate all
four setups. We will demonstrate that shared systems outperform the other transport
system organizations concerning customer satisfaction.

The primary goals of the here reported research are (i) to check if shared
transport systems match (in theory) the requirements of CT and (ii) to identify
structural similarities and commonalities between already existing shared systems
and to identify discrepancies between the requirements of long distance freight
transport (especially using CT) and abilities of today’s shared systems.

The second section of this article summarizes the major weakness of today’s CT
systems. The third section compares structural properties of shared transport sys-
tems with the structural properties of traditionally operated and administrated
transport systems. The fourth section discusses the opportunities and challenges for
the installation of a shared system in combined freight transport.

Transport Systems Combing Road and Rail

Although, CT covers also integrations of maritime long haul transport with
road-based collection and distribution services, we here focus on the combination of
long haul train-transport services with truck-based short distance road services in
the collection and distribution phase of a freight transport chain. Here, two modes
of CT are distinguished: a complete truck (tractor and trailer in one piece) is loaded
on a special wagon in the piggyback mode (accompanied CT), but in the so-called
container mode only a non-motorized semi-trailer or swap-body is loaded on the
train at a transshipment terminal (unaccompanied). While piggyback services are
installed especially in short-distance services on dedicated relations (UIC 2012), the
second mentioned container mode is used primarily in the long distance freight
transport. The here reported research focus on CT in the unaccompanied mode
which realizes more than 95 % of the CT services (UIC 2012) in Europe.

Road Haulage Versus CT: Comparing Demand

It is impossible to execute a fair comparison of costs for a pure road transport with a
CT service. Since there are differences in the departing times of a train, it would be
necessary to determine costs for a later arrival of the shipment if a part of the
distance is bridged by a train and so on. Furthermore, different durations of the total
transport have to be compared as well as reliability related issues (congestions on
the road vs. disturbances on the rail tracks or during transshipment). Although it is
hardly possible to determine mode-specific costs (for pure road transport as well as
in CT) for a specific transport demand, there are empirical data to be evaluated for a
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rough comparison of the two transport modes. The following data from several
sources are summarized in Gefeller (2012).

At first, the costs per km on the road are declared to be 1.14 EUR in road haulage
compared to 1.15 EUR for a km in CT. If the total transport distance is larger than
300 km (domestic traffic) or 500 km (cross border traffic), then the CT becomes
cheaper than the transport exclusively executed by truck. 60.4 % of the CT per-
formance is realized in domestic services in European countries (UIC 2012), i.e.,
bridging distances around 500-800 km.

With respect to the transport duration, it is calculated on a theoretical base that a
least transport distance of approximately 350 km is necessary to enable CT to
outperform the road transport. This is mainly caused by the legal limitation of the
driver’s working hours declaring that a break must be made after 4.5 hours of
driving. This working break consumed the time advantage of the truck caused by
the duration of transshipment in CT.

The chance of delay in CT chains is twice as high as the delay probability of
road-based transport.

In order to inform the shipper on the progress of the transport process execution,
tracking and tracing systems have been developed. While 70 % of road-based
transport is covered by these systems, only 15 % of all CT services can be surveyed
by the shippers.

According to the aforementioned statements, CT services seem to offer benefits
in costs and speed if the overall distance to be bridged is sufficiently long. However,
the punctuality as well as the transparency of CT services compromise the quality
of this mode of transport.

Barriers of International Rail Transport

Benefits from CT services can be gained, if the transport distance to be bridged is
sufficiently long as discussed just above. However, transport services of these long
distances are of the international transports and the national borders are crossed
during the main-haul process phase executed on rail. Cross-border rail transport is
typically slower compared to the domestic rail transport. Beside technical reasons
(different widths of tracks or different power systems requiring technical recon-
figurations of a train) especially organization issues slow down the average speed
(Gefeller 2012). Often, it is necessary to change the conductor close to the border in
order to satisfy specific national laws and operation rules. Furthermore, the national
train control systems do not interoperate so that a train waiting to enter the rail
system of another nation must be inserted manually into the control systems.
Uncoordinated interfaces between national track systems are mainly responsible for
these delays.
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Managerial Deficiencies

In the early beginning of CT operations in Europe, there was the so-called CT
operator business model (UIC 2012). The CT-operator was responsible for pro-
viding, organizing, and selling CT transport capacities. It does not operate own
rolling stock or trucks.

Today, CT operators often integrate own assets in the CT services (logistics
service provider in operator role) as claimed in UIC (2012). There is often no clear
separation between the provision of rail service capacities that can be involved in
CT services, and the usage/access to these resources. If the provision of rail service
resources as well as the decision about the allocation of these resources is made by a
forwarder then there is the danger of biased access granting decisions. An inde-
pendent road haulage company that is searching for rail service resources to realize
a CT service process might be excluded from these services by the aforementioned
company, because it hopes to get a competitive advantage by excluding its com-
petitor(s). Furthermore, the quasi-private provision of rail services contributes to
keeping the total resource availability for rail services intransparent. Again, an
external road haulage company is obstructed to get information about available
resources of the rail services which makes it less obvious that available rail service
capacities will be sold.

Often, rail service companies are organizing CT services, but their services are
mainly oriented on the needs and requirements of their core business (operating
rolling stock) but the specific needs of CT are ignored, e.g., temporal coordination
at terminals, etc., is missing. The frequency of train services is quite low; often there
is only one train departure per day scheduled for a destination. A short disruption in
the collection and forward feeding phase on the road might lead to a delay of more
than one day if the train connection is missed (Gefeller 2012). The chance for a
delay in CT is quite higher than in pure road transport. It is necessary to offer a
bigger portfolio of train services.

In summary, the primary management tasks in CT are to govern the interface
between rail and road transport and to provide sufficient rail service capacity. It
seems to be a good idea to separate the provision of rail service capacity from the
operative allocation decisions because (i) the trust in such a rail service resource
management will increase and (ii) the specialization in buying and selling rail
services contribute to overcome some of the aforementioned problems related to the
provision of a suitable high capacity of rail services that can be used in a more
flexible manner. Such a form of organizing CT services is closely related to the
original CT business model, which was the CT operator mentioned at the beginning
of this subsection.
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Desired Properties of a CT System

It is a vital prerequisite that the development and extension of CT services must be
supported by the government as part of transportation policies. A clear statement
about the desire to promote this mode of freight transport is necessary, but also
effective incentive schemes (coded in specific laws and decrees) must be preserved
or extended. However, the most important aspect in the promotion and innovation
of CT services is the establishment of a clearly structured and elaborated business
model for the management of CT services. Considering general requirements
specified for an effective and efficient transport system together with the specific
requirements from CT discussed just above, the needs and desires of potential users
of combined short distance road/long distance rail transport services can be
described more specifically. (i) it is necessary to offer the transport services to a
large number of customers (ii) for a single customer an easy and uncomplicated
access to the offered CT services is desired (iii) if there are CT services then these
services are offered to all customers who need CT services (iv) customers are
expecting the fulfillment of their demand, e.g., the expected availability of service
is high (v) customers require comprehensive and transparent information about
the available services in order to find out the service, best tailored to the
requirements of a specific demand (vi) low transaction costs for booking and using
a CT service are expected (vii) a transparent tariff for the determination of the
service fees is needed (viii) a strict and clear separation between the responsi-
bilities for the provision of rail services, and the decision about the dispatching
of those services is necessary as discussed above.

Classification of Generic Transport System Setups

There are a lot of different engineering innovations offering cheap and quick
transshipments (cf. introductory section). For this reason, we assume that the major
obstacles for establishing a well-performing and accepted CT system are caused by
an unsuitable management and setup of a CT system. This issue is investigated
within the remainder of this section. We first present four general concepts
(“phenotypes”) for setting up and controlling a transport system. Afterwards, we
analyze these four generic management schemes with respect to the desired system
properties outlined at the end of the previous section.

Phenotypes of Transport Systems

Each transport system management has to integrate and coordinate at least three
involved groups. The owners (shareholders) of the system are primarily responsible
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Fig. 1 Coalitions and relationship in the four generic transport system concepts

for providing and funding resources and making strategic design and capacity
decisions. The users of the transport system specify the explicit demand and pay for
the system usage. The dispatchers of the system are primarily responsible for the
handling of transport demand and the deployment of resources. They control access
to the resources of the transport system.

Depending of the intensity of interaction and cooperation among these groups,
we can identify four generic setups of the administration and control of a transport
system. Figure 1 compares these four setups in light of the relations among the three
groups. For each setup, dark grayed groups are in close relationship providing
coalitions and interactions in the provision and usage of resources.

If there are quite strong organizational and/or legal relationships among all three
groups, then the transport system is called private. A private transport system is
inaccessible for external users, but it serves only internal users. An example are
so-called “own-account” transport systems setup and operated to realize trans-
portation between different locations of a company typically with own or exclu-
sively hired transport equipment.

In a hire-and-reward (or carrier) transport system, the owners and the dis-
patchers strongly collaborate, but the users are independent from both. This is all
users are external users. They have to pay for the utilization of resources of the
transport system. It is referred to road haulage companies as a representative
example for a pure carrier network.

A transport system is called a mixed-mode transport system in case that
owners and dispatchers are closely coupled, but if both internal as well as external
users are served. Often, private transport systems offer residual capacity on the
spot-market besides fulfilling longer term contracts.

Private transport systems are inaccessible to those who need transport services,
but who are not in possession of the privilege to be an internal user. The two
remaining concepts (hire and reward as well as mixed) are based on the idea to own
specialized resources and to make profit by granting paid access to those, who need
these resources. In order to maximize the total profit from the utilization of scarce
transport resources, access to these resources is strictly controlled. Access is granted
only to the most beneficiary demand according to the realized profit. Consequently,
transport resource capacities are kept as scarce as possible leading to “artificial
bottlenecks.”

In order to avoid artificial bottlenecks and with the goal to offer transport
opportunities to all users, so-called shared mobility systems are setup. Such a
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transport system is setup following the idea of “using instead of owning” (Deffner
and Gotz 2013). Here, the primary goal of setting up a transport system is to fulfill
almost all demand for transport for a variety of customers like in bike- or
car-sharing systems.

Analysis and Comparison of Organization and Access

Table 1 summarizes the major findings of the comparison of the four generic
organization approaches for transport systems as a result of the analysis of repre-
sentatives for the four generic transport system setups. Those attribute values that
are important for the acceptance and usability of an intermodal transport system
combining road and rail services are underlined. With respect to the number of
fulfilled attributes, the concept of a shared transport system outperforms all other
generic forms of organizing and administrating a transport system. However,
managing a shared transport system requires a preregistration of later users in order
to enable the provision of sufficient transport capacity that is large enough to serve
the upcoming transport demand without the necessity to reject customer demand
due to exhausted capacity.

Table 1 Evaluation results of the comparison of the four generic transport system concepts

Private Hire and Mixed Shared
reward system
Access rights Internal External Internal and Internal
external
Access control Only to Profitability Profitability of Only
internal users | of demand demand validated
users
Management goal Serving all Serving only Generate margin Serving all
demand profitable contribution from demand
demand external demand
Expected resource High High Moderate High
availability
Availability of After explicit | After explicit | After explicit Survey on
information about demand demand demand formulation all available
free resources specification specification resources
Transaction costs Low High High/low Low
Cost calculation - Transparent Intransparent Transparent
Separated No Yes No Yes
responsibilities
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Shared Mobility Systems for Freight—Challenges
and Benefits

Shared transport systems are established in order to offer transport capacities and
opportunities to serve individual transport demand whenever needed, but to free a
user from the obligations related to the ownership of a transport resource. The
primary goal of the management of a shared transport system is to serve all
incoming demand independently of the achievable revenues. It is a distinguishing
mark of a shared transport system to offer a clear and transparent fee calculation
scheme and to inform all users about all available resources.

Existing Shared Transport Systems

Shared passenger transport systems are realized for bikes and cars in a lot of big
cities around the world. Here, the shared transport system is established in order to
supplement schedule-based public transport systems. Bike-sharing systems are
established in urban regions where it is impossible or undesirable to use private cars
or taxis due to congested streets or well-extended pedestrian areas or elaborated
public transport systems. A system of rental and return stations is spread over the
covered region. A customer must be registered before he/she can rent a bike.
Especially, he/she has to agree to the rules of usage and the utilization tariff. Each
registered user, who has a demand can go to a renting station, identifies
himself/herself there and then the user gets a bike. After the user has finished the
bike ride, the bike is returned at the renting or any other station where the returned
bike is locked again. This bike can now be used by another user. Since pickups and
returns of bikes can be done only at the designated stations such a modus operandi
is called station-based shared transport system. There are also station-less
bike-sharing systems, where rented bikes can be left locked, e.g., at any corner of
two roads so that also one-way trips can be realized with a rented bike. Available
bikes are located using modern information technologies. Rents are started and
terminated also by data interchange with a service center via modern communi-
cation devices like smartphones.

Car-sharing systems offer vehicles to those people who do not own a private car,
but who need a car from time to time. Car-sharing is more flexible than scheduled
public transport services. Compared to traditional car rental car-sharing offers a
more flexible and cheaper way to get access to a car. However, the number of
available types of cars is low in car-sharing systems. After the car ride has been
completed the rented car must be driven back to the car-sharing station where the
next user will pick up the car. In general, the car has to be given back at the station
where the current ride has been started. In few systems it is possible to return the car
at another station (station-based shared transport system). Recently, first attempt are
made to established station-less car-sharing systems.
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In all setups bike or car-sharing systems cover only a certain region like a city or
a greater area around a city. For long distance rides (especially one-way rides) it is
necessary to rent a car from a car rental company.

Although the idea of “sharing” transport resources with others is known in
freight transport systems, no shared transport system is reported. In freight trans-
port, the term sharing mainly refers to situations in which independent companies
help each other in the fulfillment of requests. In a groupage system (Kopfer and
Pankratz 1999) available capacities are announced to all groupage system members
but the final decision about the resource allocation is left to the resource owner. In
other situations several shippers and/or carriers form a joint venture in order to
benefit from balanced high capacity utilization. However, such a system does not
fulfill the properties of a shared transport system as discussed before since only few
customers are granted unlimited access to the transport resources.

In the remainder of this paper, we compare structural commonalities and dis-
crepancies of combined freight transport systems with the exhibited properties of
successfully established shared passenger transport systems.

Structural Commonalities with Already
Existing Shared Systems

In passenger transportation, shared systems have been established as an alternative
mode of transport in local areas. They offer an extended flexibility compared to
public transport services (representing a hire-and-reward transport system config-
uration), but it becomes unnecessary to own a car (representing the ‘“private
transport system”) if such is car is not needed frequently.

Both bike-sharing as well as some car-sharing systems offer the one-way uti-
lization of the resources. Such an opportunity is also required and needed in freight
transportation with combined rail and road services in one-way-rail-services.
However, as in bike- and car-sharing systems, repositioning activities of unused
resources (Ricker et al. 2012) must be established in order to provide the empty
capacities in rail services (the rolling stock) at those places where loading units
want to board a train service.

The available vehicles and/or bikes can be found by a user by consulting an
information system using sophisticated communication systems. That is, the
transparency of available resources is quite high. This transparency is also needed
in combined freight transport systems as discussed above.

There are only few or there is even one type of resource available in a car- or
bike-sharing system. In consequence, one or only few resource types must be
differentiated in the transport system. This fact contributes to a sufficient man-
agement of the resource availabilities at the different system access points (ride start
points). In general, only one type or at most few types of railway wagon is/are
needed in combined freight transport system for carrying trailers, swap-bodies or
containers.
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Finally, the organization of a bike- or car-sharing system is based on an elab-
orated management of the resource capacity. The installation of rental and return
stations as well as the provision and maintenance of the cars and bikes but also the
necessary repositioning of bikes and cars is in the responsibility of a company who
has no own need to use these resources. Furthermore, all users contribute to the
covering of (at least a part of) the costs for running and maintaining the shared
transport system. Therefore, it can be assumed that all users are treated equal and in
a fair manner. Such a form of organization is required in combined freight transport
in order to overcome the critical resource provision and availability deficiencies and
shortcomings.

Distinct Structures and Challenges

Although, we have identified several structural commonalities of the needs of
shared CT systems with existing shared passenger transport systems, we are also
aware of at least two significant structural distinctions.

First, the spatial extend of the network is significantly increased in intermodal
freight transportation compared to passenger transportation systems in which
bike-sharing and/or car-sharing systems are successfully operated. That is, longer
distances have to be bridged and the repositioning of rolling stock requires a more
sophisticated organization since the repositioning times are longer, more uncertain,
and more expensive.

Second, railway operations are quite more complicated than transport operations
in the road network. The right to use a track has to be announced toward the
infrastructure provider before the operation is scheduled. The own rolling stock
operations must be synchronized with the pre-booked infrastructure access and
finally, international rail operations require the solving of several complicated
organizational challenges as mentioned above.

Conclusion

Our initially stated research hypothesis has been validated. The organization of a
CT as a shared transport system has the potential to improve the fulfillment quality
and reliability of customer service requirements. The concept of a shared transport
system seems to outperform other more traditional forms for organizing a CT
network. We have revealed some important structural discrepancies between shared
passenger transport systems, and the needs of shared freight transport systems
especially in CT integrating rail and road operations. Nevertheless, a lot of struc-
tural commonalities between these two application fields have been discovered.
In a next research step, it is necessary to propose a business model for a shared
freight transport system for CT. One idea involves the reanimation of the CT
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operator business model that has been used when CT was established. However, the
funding of such an operator company must come from the whole set of prospective
users in form of a type of membership. Only members are allowed to use the
commonly provided rolling stock resources, but each member can organize
upstream and downstream operation on the road with own resources for own
account.

It is necessary to install a comprehensive resource availability information
system. Furthermore, a transparent fee system has to be setup that covers the costs
for running the shared railway operation system. If these costs are “too high” than
there is no market for CT, and it is impossible to offer the required services at
acceptable prices. In this situation, governmental extra funding or incentives are
needed. However, the recipients of the extra funding are known: those companies,
how are responsible for setting up and running the rolling stock and operating the
transshipment terminals. In this situation, the target-oriented utilization of the
additional funding is obvious since the company’s only goal is to operate the
needed rail services and terminals. Misuse of the extra funding is more or less
impossible and the effectiveness of the funding can be controlled easily.

References

Burkhardt M (2012) Road-rail combined transport: new developments and best practices. http:/
www.unece.org/fileadmin/DAM/trans/doc/2012/wp24/ECE-TRANS-WP24-2012-Pres02e.pdf.
Accessed 28 Oct 2013

CargoBeamer (2013) http://www.cargobeamer.com, Accessed 1 Nov 2013

Ciari F, Balmer M (2008) Concepts for a large scale car-sharing system: modeling and evaluation
with an agent-based approach. Eidgendssische Technische Hochschule, Institut fiir
Verkehrsplanung und Transportsysteme

Deffner J, Gotz K (2013) Using instead of owning: the ‘sharing’ megatrend helps electromobility
advance. http://www.isoe.de/en/media-activities/news-single/using-instead-of-owning-the-
sharing-megatrend-helps-electromobility-advance. Accessed 30 Oct 2013

Eurostat (2013) EU transport in figures 2013. http://ec.europa.eu/transport/facts-fundings/statistics/
doc/2013/pocketbook2013.pdf. Access 28 Oct 2013

Gefeller MA (2012) Der europdische Schienengiiterverkehr—Aus welchen technischen,
wirtschaftlichen und politischen Griinden bleibt der Kombinierte Verkehr Schiene-Strafe
unter den Erwartungen? Diploma thesis, University of Bremen

Heiserich O-E, Helbig K, Ullmann W (2011) Logistik—Eine praxisorientierte Einfiihrung, 4th
edn. Gabler, Wiesbaden

Kombiverkehr (2013) http://www.kombiverkehr.de/web/Deutsch/Startseite/ Wissen/

Kombinierter_Verkehr/Vorteile/. Accessed 1 Nov 2013

Kopfer H, Pankratz G (1999) Das Groupage-Problem kooperierender Verkehrstrager. In: Kall P,
Liithi H-J (eds) Proceeding of OR 98, Springer, pp 453462

Kummer S (2006) Einfithrung in die Verkehrswirtschaft. UTB Verlag

Modalohr (2013) http://www.modalohr.com/, Accessed 1 Nov 2013

Randelhoff M (2011) Flexiwaggon—{flexibel ohne Terminals. Zukunft Mobilitat. http://www.
zukunft-mobilitaet.net/1274/konzepte/flexiwaggon-flexibel-ohne-terminals/1274. Accessed 31
Oct 2013


http://www.unece.org/fileadmin/DAM/trans/doc/2012/wp24/ECE-TRANS-WP24-2012-Pres02e.pdf
http://www.unece.org/fileadmin/DAM/trans/doc/2012/wp24/ECE-TRANS-WP24-2012-Pres02e.pdf
http://www.cargobeamer.com
http://www.isoe.de/en/media-activities/news-single/using-instead-of-owning-the-sharing-megatrend-helps-electromobility-advance
http://www.isoe.de/en/media-activities/news-single/using-instead-of-owning-the-sharing-megatrend-helps-electromobility-advance
http://ec.europa.eu/transport/facts-fundings/statistics/doc/2013/pocketbook2013.pdf
http://ec.europa.eu/transport/facts-fundings/statistics/doc/2013/pocketbook2013.pdf
http://www.kombiverkehr.de/web/Deutsch/Startseite/Wissen/
http://www.modalohr.com/
http://www.zukunft-mobilitaet.net/1274/konzepte/flexiwaggon-flexibel-ohne-terminals/1274
http://www.zukunft-mobilitaet.net/1274/konzepte/flexiwaggon-flexibel-ohne-terminals/1274

Shared Transport Systems ... 33

Randelhoff M (2012) Megaswing—das eigene intermodale Terminal. Zukunft Mobilitét. http://
www.zukunft-mobilitaet.net/1400/konzepte/megaswing-das-eigene-intermodale-terminal.
Accessed 30 Oct 2013

Ricker V, Meisel S, Mattfeld D (2012) Optimierung von stations-basierten Bike-Sharing
Systemen. In: Proceedings of MKWI 2012, Braunschweig, GITO mbH Verlag Berlin, pp 215-
226

UIC (2012) 2012 Report on Combined Transport in Europe. http://uic.org/IMG/pdf/2012_report_
on_combined_transport_in_europe.pdf. Accessed 1 Nov 2013

Weitzman M (1984) The share economy: Conquering Stagflation, reprint. Harvard Publication
Press, Boston


http://www.zukunft-mobilitaet.net/1400/konzepte/megaswing-das-eigene-intermodale-terminal
http://www.zukunft-mobilitaet.net/1400/konzepte/megaswing-das-eigene-intermodale-terminal
http://uic.org/IMG/pdf/2012_report_on_combined_transport_in_europe.pdf
http://uic.org/IMG/pdf/2012_report_on_combined_transport_in_europe.pdf

Application of Topological Network
Measures in Manufacturing Systems

Till Becker

Abstract Manufacturing systems are complex networks of material flow. Complex
network theory has been used as a descriptive and empirical research tool for
various network types. However, due to the distinct origin of the various investi-
gated networks (e.g., social networks, biological networks, the Internet), it is not
clear if there is a meaningful application of network measures in manufacturing
systems. This chapter investigates network modeling and network measures in
manufacturing systems, and categorizes them according to their type of research.

Keywords Complex networks « Network modeling - Manufacturing systems

Introduction

Many real-life systems can be represented as networks or graphs, which consist in
their basic form of nodes and links. Usually, nodes represent system entities, while
links between them describe their interactions or dependencies. Network modeling
has been applied to social, biological, geographical, traffic, and logistic systems,
like, e.g., communication networks (Braha and Bar-Yam 2006), river networks
(de Menezes and Barabasi 2004), food chains in ecosystems (Williams et al. 2002),
urban traffic (Ldmmer et al. 2006), or supply chains (Meepetchdee and Shah 2007).
This remarkably simple way of modeling allows for a quick and straightforward
description of a complete system, even if it is highly complex. Analyzes and
methods that have been developed for the application on networks can be used to
gain a deeper understanding of the underlying system without additional modeling
effort.
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The vast spread of the network modeling technique has not fully arrived in the
discipline of manufacturing systems, although it has been applied in related dis-
ciplines like supply chain design (Meepetchdee and Shah 2007). Therefore, it is
necessary to investigate, if network modeling and analysis is applicable in the
research on manufacturing systems and which concrete network-related methods
from other disciplines can be transferred to the engineering of manufacturing
systems.

As the goal of research for industrial economic activity is to describe, analyze,
and shape the processes in companies and their interactions with their environment,
one can identify the three layers of research: descriptive, analytical, and pragmatic
(Bea and Haas 2005). Figure 1 displays the application of complex network theory
in manufacturing systems research and the connections to the research goals. The
actual network modeling of a real manufacturing system (i.e. depicting a manu-
facturing system as a set of work station nodes connected by material flow links) is
the descriptive part. The network model can be further used in the analytical part as
the foundation for analyses based on network measures. The analyses lead to the
development of optimization implications, which form, together with their imple-
mentation to the real manufacturing system, the pragmatic part of the research. The
optimization solutions are either fed back to the Network Modeling stage for further
analysis or to the real Manufacturing System stage for implementation.
A peculiarity of the network approach in manufacturing systems is the existence of
numerous previously developed tools in other science disciplines, which have been
using network modeling for a long time. Consequently, research in manufacturing
systems can make use of an existing “Network Analysis Toolbox.”

System Optimization Pragmatic: the network optimiza-
tion methods
A collection of all network analysis
methods developed from the net-
work modeling in various disciplines
_________ i Analytical: the network analysis
77777777 cooooooo Network Analysis methods
|
. 1
. Network Analysis |
w Toolbox }
I PR !

Descriptive: the network model
representation of the real system

Network Modeling

Manufacturing System The real manufacturing system

Fig. 1 The utilization of complex network modeling and analysis for manufacturing systems
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The research questions addressed in this paper are:

e Can network measures be applied in descriptive, analytical, and pragmatic
research on manufacturing systems?

e What are promising fields of further research in the area of network measures for
manufacturing systems?

The remainder of this paper is structured as follows: the subsequent section
introduces networks as a model for complex systems in general, presents a selection
of basic network measures, and sketches the approach to model manufacturing
systems as networks. The main part shows applications of centrality measures and
subgraph analysis to real manufacturing system data, including a connection
between network measures and system performance. The Conclusion
Section interprets and summarizes the findings.

Complex Networks as a Modeling and Analysis Approach

Networks as a Representation of Complex Systems

Research on complex systems often uses approaches from graph theory or statistical
mechanics (Albert and Barabasi 2002), and can also be seen as an interdisciplinary
field between those two research areas (Costa et al. 2007). Modeling systems as
networks is part of graph theory, which originates from the work of Leonhard Euler
in the eighteenth century. Contemporary network modeling and analyses focus
mainly on the application of graph theory to highly complex systems. The devel-
opment of information technology provides the possibility to collect, store, and
process large amounts of data on the one hand, and offers enough computational
power to perform statistical analyses, with this data, on the other hand (Albert and
Barabasi 2002). The combination of data availability, computational power, and
methods from graph theory allow for the first time for a comprehensive analysis of
topological (i.e. the network structure) and dynamical (i.e. the flow of elements
through the network) features of complex systems from various sources. The
comparison of evolved systems (e.g. biological or social systems) with anthro-
pogenic, engineered systems is of particular interest, because the transfer of con-
cepts like scalability, adaptability, self-organization, resilience, robustness, or
reliability from evolved to engineered systems like manufacturing systems seems to
offer promising optimization potential (Mina et al. 2006).

A network or graph consists of a set of nodes (or vertices) and a set of links (or
edges) connecting pairs of nodes with each other, either unilateral (directed) or
bilateral (undirected). If a complex system is modeled using the language of net-
works, it is necessary to define at least two things: (1) in which system elements are
represented by nodes and (2) in which kind of interaction is depicted by links.
Examples for complex systems modeled as networks are the World Wide Web
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(nodes: web pages, links: hyperlinks), the Internet (nodes: routers, links: connection
between routers), telephone communication networks (nodes: persons, links: phone
calls between persons), linguistic networks (nodes: words, links: adjacency relation
of words in a text), and power networks (nodes: power plants and transformer
stations, links: power lines) (Albert and Barabasi 2002).

Topological Network Measures

If the descriptive part, the actual network modeling of a complex system, is con-
cluded, an analytic assessment of the system is the next logical step. The network
representation offers a variety of possibilities for analyzing the topological structure
of the system. Common measures are centrality figures like degree or betweenness
centrality, which quantifies how “central” a node is situated in the system, thus
indicating its importance (Boccaletti et al. 2006). Each node in the network has a
degree value, which indicates how many links are connected to this node. If a
system is modeled as a directed network, the degree value can be split into the
in-degree for the number of incoming links and the out-degree for the number of
outgoing links. The degree distribution of the complete network reveals the relation
between highly connected hub-nodes and rather isolated leaf nodes in the system.

Betweenness centrality (BC,) of a node v indicates how many shortest paths
traverse a node. The BC of a node is computed as the number of shortest paths o
between any pair of nodes i and j, that pass through the observed node, normalized
by the total number of shortest paths between the two nodes (Freeman 1977).

BCV:ZM (1)

(i)

The advantage of BC over the degree is the consideration of paths, which also
assign high BC values to nodes having less direct connection (thus a small degree),
but, e.g., serve as a bridge between two network parts. Again, the distribution of BC
values over the network can expose distinct structural characteristics of the entire
system. BC can, e.g., be applied in manufacturing systems for anomaly detection
(Vrabic€ et al. 2013).

A different way of assessing topological characteristics of a network is the
determination of occurrence of network motifs. Motifs are 3-node subgraphs, and
counting their occurrence in the network shows if there are prevalent local material
flow patterns in a system, e.g., branches or confluences. An additional application
scenario for motifs is categorization. Several studies have used network motifs to
categorize complex systems by their motif pattern, especially in research on
metabolic processes (see, e.g., Milo et al. 2004; Shen-Orr et al. 2002). In the field of
logistics, Hammel et al. (2008) used the motif pattern of luggage handling systems
for optimization purposes.



Application of Topological Network Measures ... 39

Manufacturing Systems as Networks

As mentioned earlier, there is a lot of scientific activity regarding network modeling
and analysis in various disciplines, except for research on manufacturing systems,
where network applications are sparse. There are more applications in the related
field of supply chain due to the intrinsic network structure of supplier relationships
in global manufacturing and trade (see, e.g., Xuan et al. 2011; Sun and Wu 2005;
Meepetchdee and Shah 2007).

Existing network modeling approaches in manufacturing systems are the iden-
tification of autonomous clusters on a shop floor (Vrabi¢ et al. 2012), anomaly
detection in a shop floor (Vrabic et al. 2013), cross-disciplinary comparison of flow
networks (Becker et al. 2011), and robustness evaluation of manufacturing systems
(Becker et al. 2013).

The base frame for a manufacturing systems network model is the assignment of
the manufacturing systems elements to the network elements. A manufacturing
network (the network model representation of a manufacturing system) is a graph
that consists of a set of nodes and a set of links. Each work station (i.e. machine,
assembly station, quality gate, etc.) in the manufacturing systems is a single node,
and each possible material flow between two work stations is a link, if at least one
product or semi-finished product is routed directly between the two work stations.
Depending on the desired granularity of the model, links can be either binary (i.e.
present or not present) or assigned a link weight indicating the number of objects
that are routed between the work stations. This basic network representation of a
manufacturing system can usually be easily derived from scheduling data or pro-
duction feedback data (see Becker 2012; Becker et al. 2013).

Network Measures in Manufacturing Systems

As pointed out in the previous section, network measures have been used in other
disciplines to quickly assess and characterize complex systems according to certain
topological features. Furthermore, it has been shown that manufacturing systems
can be modeled as networks. The remainder of this section presents four analyses
based on network measures involving manufacturing system network models
derived from the feedback data of production control software. Table 1 summarizes
the raw data collected from the six companies.

Table 1 Summary of the company datasets used in the network analyses

Company | Type No. of Company | Type No. of
operations operations

A Job shop 77,119 D Process 175,609

B Job shop | 28,294 E Customizing | 504,825

C Job shop | 60,081 F Job shop 2329
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Centralized or Decentralized Structures: Distribution
of Node Degree

The individual degree of a node indicates how many connections to other elements
exist in the system. In a manufacturing system setting, this means how many other
work stations are predecessors or successors in material flow. The distribution of
the degree values over the complete network reveals, if the material flow is rather
equally distributed among the work stations or if there is a strong hub-and-spoke
architecture in the system. The Lorenz curves displayed in Fig. 2 show that there are
visible differences between the degree distributions of the manufacturing systems,
some of them having a stronger separation between highly connected and less
connected nodes and some not.

The random networks in Fig. 2 are networks generated using the Barabasi-Albert
preferential attachment model with the same amount of nodes and links as their
corresponding company network (Barabasi and Albert 1999). The conclusion from
the comparison between the pairs of company networks and random networks is
that manufacturing systems make up distinct networks with a stronger
hub-and-spoke topology than one would expect from generic networks of the same
size.

Identification of Central Nodes: Betweenness Centrality

Due to the consideration of paths in the network, in contrast to the determination of
the degree based on neighboring nodes, the BC includes the complete network
topology when measuring the importance of a node. Again, the inequality of the
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Fig. 3 BC distribution of company networks and respective random networks. For reasons of
space, only companies A and B are shown (Figure from Becker 2012)

distribution of the centrality of nodes in the complete network becomes apparent in
Fig. 3. A small number of highly central nodes face a high number of less con-
nected nodes. This time, the random networks in the figures are derived from the
original network by using a degree-preserving link switching algorithm: two pairs
of connected nodes are selected randomly and their link targets are switched. This
switching is repeatedly applied to the network. The result is a network, where every
node still has the same degree, but the paths through the system have changed. It
can be observed in Fig. 3 that the frequency of nodes with a low BC value does not
deviate from the random, “natural” occurring scheme (the frequencies are inside the
0.2 and 0.8 quantiles of 30 randomly derived networks). However, nodes with a
particular high BC are clearly overrepresented. This strengthens the previously
gained insight from the degree distribution analysis that manufacturing system
topology is nonrandom and favors the occurrence of a few highly connected work
stations (Becker 2012).

Patterns of Material Flow: Network Motifs

Network motifs are 3-node subgraphs, in which frequency of appearance in a
network indicates how material flow is organized on a local scale between small
groups of network elements. All possible 13 variants of directed links between three
nodes are depicted below the x-axis in Fig. 4a. The major purpose is to use the motif
count for classification of networks. The z-score (Milo et al. 2004) indicates how
much the motif is over- or underrepresented.
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Fig. 4 Network motifs in manufacturing systems (Figure adapted from Becker 2012)

Figure 4a shows the motif z-scores for the company networks, and Fig. 4b shows
the correlation among each pair of the 13-variate vectors. The high correlation
among five of the six companies suggests that there is a distinct microscale material
flow pattern in manufacturing systems, because other network types show different
motif patterns (Milo et al. 2004; Becker 2012). Only company F deviates from this
pattern, which is assumed to be caused by a high amount of unique products and
individual repair orders.

Linking Network Measures and Performance: The Optimal
Network Connectivity

A simulation study presented by Becker et al. (2012) using the six company net-
works as material flow networks investigated the relation between network topol-
ogy and system performance in manufacturing systems. The study suggested that
even for differing workload scenarios there is an optimal average network degree in
the simulated manufacturing systems (see Fig. 5a).

The results of the simulation study could be reproduced when plotting the
average work in process (WIP) against the average network degree in the real
company datasets (see Fig. 5b).
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Fig. 5 a The material flow simulations based on the companies’ manufacturing networks show
that a network with an average degree between 2.5 and 3.5 has the lowest work in process
(WIP) levels (indicated by the queue length at the work stations). b The same phenomenon is
observed in the real company data, both using the number of orders as WIP (triangles) and the
actual work content (circles). The dotted and the dashed line are the respective second degree least
squares approximations (Figures adapted from Becker et al. 2012)

Conclusion

Network modeling and network analysis are widely used techniques in many dis-
ciplines for the research on complex systems. The first research question addressed
the applicability of network modeling on descriptive, analytical, and pragmatic
research in manufacturing. The answer is threefold: First, 1l application examples in
this work use this way of modeling based on real company data. Therefore, one can
state that network modeling is applicable for descriptive purposes in manufacturing
systems. Second, the analyses of the distribution of the node degree and
betweenness centrality, as well as the assessment of the motif count, show how
network modeling satisfies the requirements for analytical research. Finally, mak-
ing the link between manufacturing system performance and the topological
structure of a manufacturing network represents a step toward the pragmatic
research approach. However, additional work on descriptive and analytical research
needs to be done in order to come up with mature pragmatic implications for
manufacturing systems design and performance.

The network approach also has its limitations. As in every modeling attempt, the
network model is a simplified representation of reality. The strength of network
modeling, its minimalistic nature, is at the same time its weakness, because many
features of the system are omitted. On the other hand, network modeling is flexible
and extendable. Nodes and links can be perceived as objects that can carry addi-
tional information, e.g., capacities or priority rules, so that network modeling is not
necessarily restricted to its simple form.
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Further research is required to assign appropriate modeling techniques and
analytical approaches to the network modeling framework presented in Fig. 1. The
availability of network-related approaches from other scientific disciplines and the
availability of large-scale manufacturing system data offer numerous possibilities to
transfer these approaches to the realm of manufacturing systems.
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Optimization of a Factory Line Using
Multi-Objective Evolutionary Algorithms

Andrew Hardin, Jason Zutty, Gisele Bennett, Ningjian Huang
and Gregory Rohling

Abstract In this paper, we describe a simulation for an automotive manufacturing
process using automated guided vehicles (AGVs). The simulation is used to opti-
mize a generalized factory model layout using multi-objective evolutionary algo-
rithms. The Pareto front of the optimization is analyzed, and layouts are compared
to the industry standard transfer line in terms of objectives that include capital cost,
energy usage, and product throughput. We seek to determine from the results
whether genetic algorithms are a feasible tool for the optimization of manufacturing
automobiles.

Keywords Optimization - Factory layout - Genetic algorithms

Introduction

Transfer line (or linear) factories are still based on the assembly line pioneered at
the turn of the 20th century. Since then, many techniques have come about to
improve upon the basic theory behind it, including assembly line balancing and
computer-aided process plans. In the automotive industry, however, the fact
remains, if one part of a transfer line has a fault, there is a tremendous loss in
productivity.

A solution to this challenge is to remove the transfer line from the factory of the
future. Rather than having automobile chassis move on a fixed line, they will be
placed on an automated guided vehicle (AGV) for transport around a factory. They
will be able to move from station to station based on a dependency task list, e.g., if
one is occupied or faulted it will move to the next available that it has on its
requirement list.
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Using AGVs as transports is not a new concept in manufacturing, dating back to
the 1980s (Smith 2003), but its adoption in the automotive industry has been
somewhat limited. Fiat used AGVs as early as 1978 for their robogate welding
system (Camuffo and Volpato 1996), but as the welding system became more
mature, it moved back to a fixed line to improve cost-effectiveness. Tesla uses
SmartCarts manufactured by Daifuku Webb to move welded bodies of their model
S sedan around the factory, but they traverse the factory in a mostly linear fashion.
Still, this allows them to utilize many of the benefits of flexible manufacturing
systems (FMS).

If the factory of the future is to be agile and utilize AGVs, the research question
we seek to answer is whether genetic algorithms are a valid approach to optimize
the layout of the factory in order to maximize throughput of produced cars while
minimizing energy usage and capital cost while taking into account any external
factors such as supplies and other resource availability. We chose to approach this
problem using our own genetic algorithm framework, known as the Georgia Tech
Multiple Objective Evolutionary Algorithm Framework (GTMOEA), running on
top of a custom simulation.

Background

Genetic algorithms are a powerful heuristic that uses bio-inspired principles to solve
complicated problems. Drira et al. (2007) showed examples of many applications of
genetic algorithms to factory layout problems. A common tool in these applications
is the use of a slicing tree to represent a floor plan. A slicing tree is a tree with two
primitives representing horizontal and vertical splits of the factory floor. The ter-
minal nodes represent the sectioned areas of the factory. These designs are very
desirable from a genetic optimization point of view for their ease of mating and
mutating but are very rigid in terms of the floor plans that can be represented. In
order to cover a large area with stations of fixed size, they would need a deep tree
structure and an ability to represent both empty space and stations in their slicing
tree.

Evaluation of individuals is handled differently from application to application.
Some evaluate objectives computed from the layout itself, for example, average
distance to materials. This can be seen in Mawdesley et al. (2002). Here, genetic
algorithms were used to represent (x, y) coordinate pairs of the placement of various
structures throughout a construction site. The fitness measures in this paper were
purely deterministic, weighted by distances that units would be required to transport
and by what quantity they would be transporting. Others, such as Hamamoto et al.
(1999), ran a simulation of a four-month production. In this paper, two genetic
algorithms were used together, one to generate potential solutions and the other to
lay out the solution. Objective scores, included traveling time and throughput, are
computed from each simulation.
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Azadivar and Wang (2000) also used a simulation for evaluation. They used
slicing trees to create layouts for their factories overloading * and + to represent
horizontal and vertical slices in their tree structures. In order to save expensive
evaluation time, the authors implemented a hashing table, representing the indi-
vidual trees as strings along with their fitness scores. When a new tree was pro-
duced via mating or mutation, the hash table would be referenced first to see if it
had already been computed. Azadivar and Wang point out that a similar approach
was used by Zhang (1997) and resulted in 45-70 % savings in the central pro-
cessing unit (CPU) computation time. While this is an excellent technique in the
reduction of repeated computations, it does nothing to reduce a single individual’s
computation time if it has not already been computed.

A common weakness associated with genetic algorithms is the amount of
computation required in order to evaluate an individual’s objective scores and
compute its fitness. Our research builds on the work of Rohling (2004). Rohling
showed that expensive objectives can be computed individually, greatly improving
computation time. This is achieved by dynamic objective thresholding. Objectives
are computed one at a time, and if an individual is determined not to be able to
improve performance, the remaining objectives are not evaluated. It should be
noted that the individual still maintains a fitness score from the objectives that were
evaluated up to that point. This can be leveraged for factory layout problems by
creating more interesting objectives, such as performance under different supply
constraints or failure modes, each scenario requiring its own set of simulations.

Our research also makes use of the Georgia Tech Test Matrix Tool (TMT) data
analysis capabilities in Clarkson et al. (2003). The TMT analysis tool discussed in
this paper lends itself extremely well to investigation of a multi-objective space.
This is a weakness of many other genetic algorithm approaches that we are able to
handle very effectively. When in a multi-objective space, one solution is not nec-
essarily better than another. TMT allows us to view our individual solutions in
objective space and find which solutions on the Pareto front achieve the goals in the
manner that best suits the problem. An individual is Pareto optimal when it has at
least one objective that is considered to be better than all other individuals. The
Pareto front is the set of all these individuals.

Simulation

We created a generic manufacturing performance simulation to model the perfor-
mance of arbitrary factory configurations. An individual factory’s configuration is a
combination of the processing steps and dependencies for a given manufacturing
process; a performance description of each of the manufacturing station types; a list
of parts as inputs to and outputs from each step; a delivery schedule for parts to the
factory; the quantity of each station type and position of each station type instance;
a description of the desired factory outputs, called “orders”; and the quantities and
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behaviors of assembly transports (AGVs) and repair workers. This configuration
information is encoded into an XML input file for the factory.

The manufacturing process for a particular “order” has a list of steps required to
complete the process and a description of the dependency relationships between
steps. The simulation framework places no a priori restrictions on the manufac-
turing process; the order of dependencies may describe a continuum from perfectly
linear (each subsequent step in the process relies on all steps that come before it) to
totally unordered (individual steps have no reliance on the completion of any
previous steps). For each step in a given process, there is at least one station type
described in the configuration capable of performing the related work, and there
must be at least one instance of that station type in the factory. Further, factories
may have more than one station type capable of performing a given step; station
types capable of performing multiple steps; and layouts that have multiple copies of
a single station type.

Station types are described as a list of one or more process steps performed by
the station and required input parts. Individual station instances x are described by
their station type, and: location within the factory; size of the station; idle and active
energy use Eigiey and Eyive,y; active and idle operating costs Cyp, ...x and Copp. v,
and capital cost Ce,p y; process duration; and station failure rate. Individual station
instances describe these metrics separately in order to encapsulate unit-to-unit
variations. Stations also describe the approach and departure vectors that AGVs
must take to and from the station, as well as a region in front of the station where
AGVs should queue when waiting to enter the station.

A key feature of the simulation is the use of AGVs for transporting in-process
vehicles between assembly stations within the factory. The framework makes the
implicit assumption that AGVs are capable of moving throughout the factory floor
without traveling on any predefined paths. In other words, the AGVs have total
autonomy and authority to move between stations, routing around stations that are
failed and pathways that are blocked, negotiating arbitrary factory layouts, and
avoiding collisions.

At each simulation time step, the path that an AGV takes is the minimum path
length between the AGV’s current position and target station, taking into account
the fixed positions of stations on the factory floor. The solution is deterministic for a
given time step and factory state. If the factory state changes between time steps and
the target station is no longer available (e.g., the station fails or becomes busy), the
transport will attempt to find a different, working station, either one of the same
type or one of a different type that also satisfies the process dependency criteria;
failing that, the AGV will queue at the nearest failed station satisfying the
dependency criteria. If a collision will occur during the next update between an
AGYV and any other dynamic object (i.e., another AGV or a human worker), a
collision resolution algorithm is used to negotiate a new path solution.

Given a factory configuration, the simulation models the time evolution of the
factory to fulfill the requested orders using the specified manufacturing depen-
dencies. The simulation starts when the AGVs enter the factory floor and collect
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any base components (e.g., a painted car frame). AGVs proceed between stations,
completing the required steps for each vehicle. Once a vehicle is completed, the
AGYV deposits it at a special warehousing station and then returns to the factory
entrance to begin a new vehicle or, if all orders are fulfilled, it returns to the AGV
home location. During the simulation, the timing of discrete events, such as an
equipment failure, and the durations of specific processes are modeled as random
variables with distribution parameters defined in the factory configuration, and
Monte Carlo methods are used to compute factory performance metrics. By default,
the simulation models process durations (e.g., time on station) as normally dis-
tributed variables with mean process time p, and standard deviation o,. Failure
occurrence times (e.g., station malfunctions) are modeled using a Weibull distri-

bution with a mean time between failure 2~ and shape parameter .

The simulation models three basic performance criteria of the configured factory:
energy cost, monetary cost, and total process time. The software computes the mean
active time of each station, #ycivex, and the mean total manufacturing run time,

Torocess- Then the energy cost is computed as

Eprocess = § Eactive,x . tactive,x + Eidle,x : (Tprocess - factive,x)v (1)
x

and the monetary cost is the sum of the capital and operating costs, computed as

Cprocess = § Ccap.x + Copm;\,C X lactive,x + Cap;dlc.x . (Tprocess - tactive,x)~ (2)
X

Additionally, the standard deviations of energy, cost, and time are reported for
the set of Monte Carlo runs, and each individual run’s performance is provided for
the configured factory.

To evaluate factory configuration performance during the optimization, we
created a simple manufacturing process description for a single product (a vehicle).
The process describes 13 steps and station types that are required to complete the
product. Steps and their corresponding station types were labeled to indicate their
function, such as “paint shop” or “engine assembly,” but these labels are only used
to distinguish station types and do not correspond, even in relative terms, to the
actual performance characteristics of a real factory. We also modeled each station
instance of a given type to be identical (no unit-to-unit or age-related variations),
only differing in the placement within the factory.

Two manufacturing process descriptions were used in this optimization. The first
process description is a baseline factory where the process dependencies are fully
constrained. The second process description used is a combination of in-order step
sequences out-of-order step sequences. The resulting process is a diverging—con-
verging graph, where the process always begins and ends with the same steps but is
indeterminate in the middle. This “pseudo-ordered” process is intended to be rep-
resentative of a future factory’s flexible manufacturing environment and is entirely
arbitrary in terms of the ordering of dependencies.
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As with the manufacturing process descriptions station performance metrics,
such as process duration and failure rate characteristics, are simplified. The values
of these performance metrics were chosen per station type such that we exercised a
range of mean processing times, process time variations, and failure rates. This
allowed the performance of a specific factory configuration to be discussed with
respect to the sensitivity to a general performance class of equipment, such as “long
processing time with low time variability and low failure rate.”

For both the baseline process description and the pseudo-ordered process, there
are several other fixed quantities used. The number of AGVs available in both
factory types was limited to four, and all AGVs share a common set of performance
criteria: movement speed and failure rate. In the case of the baseline factory, we
coded the AGVs to act like those used by Tesla, essentially restricted by the
manufacturing process linearity. In the pseudo-ordered factory, the nature of the
process description allowed the AGVs to roam more freely, as described above.
Additionally, the number and behavior of maintenance personnel available for
fixing broken AGVs and stations were fixed for both factory types. Finally, the
number of Monte Carlo runs and the order size (quantity of vehicles) for both
factories were both fixed to the same values to allow for valid comparisons.

Optimization

For this study, we assumed that a factory’s configuration had a significant perfor-
mance impact on a factory with a flexible manufacturing process consisting of a
partially unordered assembly process and AGVs. Further, we hypothesized that
using genetic algorithms, we could optimize this configuration to create a factory
with one or more improvements in three critical performance metrics versus a
traditional transfer line (linear) manufacturing process: energy, cost, and output
rate.

We began by computing the performance of a highly simplified example
baseline factory using our simulation. The factory consisted of 13 stations, con-
figured as the traditional transfer line, as shown by a screenshot of the simulation
software in Fig. 1. The simulation is set to produce an order of 40 automobiles.
Using the baseline performance, we set minimum performance thresholds for the
genetically derived individuals. We then proceeded with the optimization.

H—hh doen. wmdibickd  ew rmmios  fomdode  smAde shed  door
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Fig. 1 A simulation screenshot of our baseline factory layout. This layout models the linear
transfer line used in automobile manufacturing. This layout was used to seed the optimization
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We used GTMOEA to run our optimization, configured per Rohling’s findings
in Rohling (2004), and initialized our gene pool with a population of 500 indi-
viduals; the baseline layout was used as a seed solution, and 499 other randomly
generated layouts were used as the starting population. Each individual represents a
unique description of a factory and was described through an XML instance. We
computed fitness scores using a Pareto ranking algorithm from their objective
scores: mean process time, mean total energy, capital cost, and the standard devi-
ations of process time and total energy. We modified the fitness scores using several
scaling algorithms: SPEA2 density, transforms, niching, and hypercube distance.
We tuned the thresholds used for these algorithms for each objective between
episodes as we approached our optimal solutions. Individuals were selected using
the roulette wheel method, a procedure that assigns a proportionate weight to each
individual based on its fitness score. Newly created individuals were put through a
crossover mating method followed by five different mutation operators, each with
unity probability of applying to the individual. The mutation operators we used
included a uniform distribution and several normal distributions with varying
standard deviations. Each normal distribution had a 2 % chance of modifying a
particular parameter, while the uniform had a 1 % chance.

The individual pseudo-ordered factory configurations were created by the
genetic algorithm to comply with the vision of a future factory: multiple station
instances in an arbitrary configuration along with a flexible manufacturing process
and AGVs. As such, our search space for the pseudo-linear factory was limited to
selecting the quantity of each station type and the location of station instances.
GTMOEA was constrained to selecting up to three instances of each station type,
and station placement was restricted to be within the factory boundaries. Not all
members of the search space are valid, requiring that all configurations be vetted
through an intermediate code prior to evaluation to check for: at least one of each
station type; stations do not overlap; and ingress and egress vectors are not blocked.
Evaluation of invalid individuals did not occur, and they were removed from the
mating pool immediately. In this optimization, the number of AGVs and order size
remained fixed across all trials. An example, valid pseudo-ordered factory config-
uration output produced by the genetic algorithm, is shown in Fig. 2.

The optimization was iterative and split up between “episodes,” each of which
contained multiple generations of individuals. Between episodes, resulting Pareto
optimal individuals were inspected by hand and those with exceptionally good
performance on a single dimension and exceptionally poor performance on all other
dimensions were pruned from the elite mating pool. Also, performance thresholds,
crossover variables, mutation rates, and search space parameter ranges were tuned
between episodes. Each episode was seeded with the Pareto optimal individuals
from the previous episode, and then the optimization resumed.
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Fig. 2 A simulation screenshot of a non-linear factory layout produced by GTMOEA and run
through our simulation software. Note that while some stations are placed close together, the
simulation has verified that the layout is valid with no overlaps or missing station types

Analysis

The baseline factory performance was computed prior to the start of optimization.
We used this performance to show performance improvements as percentages.
Limitations on flexibility and adaptability with respect to our defined factory per-
formance parameters were the main targets for improvement using GTMOEA.

In total, 332,824 individual factory configurations were evaluated over the span of
four months. The final Pareto front shows the performance range of the possible factory
configurations created by the genetic algorithm. It consists of only 124 individuals found
to be dominant. The performance of the baseline factory was, in general, dominated by
the flexible factory individuals in terms of mean total energy use and mean processing
time, as shown in Figs. 3 and 4, owing to flexibility of the optimized factories.

Only when including capital cost does the baseline factory reside on the Pareto
front, as shown in Fig. 3, as its implicit assumption of “one of each station type” is
necessarily the minimum capital cost of a viable configuration. Because it lies on
the Pareto front in our solution, we know that GTMOEA found no configurations
that used exactly one of each station type with lower energy and time than the
baseline, indicating that some of the utility of flexibility may only be realized for a
pseudo-linear process when multiple station instances are present.
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Fig. 3 Pareto front, time versus capital cost. The linear factory has the lowest capital cost on the
Pareto front and is denoted by an “x”. Objectives inherent, but not shown, include standard
deviations of process time and total energy
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Fig. 4 Pareto front, energy versus time. Note the high correlation between energy and processing
time. The linear factory, denoted by an “x”, falls toward the back end of the Pareto front in terms of
time and energy, but maintains a low capital cost. Objectives inherent but not shown include
standard deviations of process time and total energy
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Indeed, this observation is supported when looking at the composition of indi-
viduals on the Pareto front. Because the optimization was fixed to utilizing only
four AGVs, Pareto individuals had, in most cases, two or less of each type of
station, despite the number of cars being produced. Only one Pareto-optimal
individual was found with three copies of a given station type, and this station had a
high failure rate and long processing time. Further, only rarely (<5 %) did the
optimization find configurations to be Pareto optimal when they contained multiple
copies of stations types with short mean processing times, low process time vari-
ability, and low failure rates. In fact, only station types defined to have both a long
processing time and a high failure rate were consistently selected by the genetic
algorithm for multiple instances, and only when the capital and energy cost func-
tions were relatively low.

With respect to location of stations in Pareto individuals, no discernible patterns
exist, nor based on fixed characteristics (e.g., process definition dependency
ordering, station characteristics, etc.), optimization input variables.

The Pareto individuals provide that, depending on the specific goals of a factory
layout optimization, the mean total energy of the given factory can be reduced with
respect to the baseline by up to 12.9 %, and the mean processing time can be
reduced by up to 8.6 % without dramatic increases in capital cost or a loss of
manufacturing flexibility.

Conclusions

By modeling an automotive factory simulation as a pseudo-ordered process, we
were able to use multi-objective evolutionary algorithms to optimize the layout of
the factory. We have achieved solutions that are able to reduce both energy usage
and processing time through the use of AGVs. The results have also verified that the
transfer line, which has been utilized for the past century, is still a Pareto optimal
solution for its low capital cost. Having achieved successful optimization results
with our simple factory, we believe that with further work, we will be able to run
the genetic optimization on a more detailed simulation, utilizing a larger factory, a
higher number of stations and AGVs, and delivering a more realistic number of
automobiles.

Additionally, we believe that genetic optimization can play a key role in opti-
mizing the use of other performance-relevant factory technologies, such as
just-in-time manufacturing techniques. By increasing our simulation fidelity to
incorporate tracking of the all real-time factory assets that support the enterprise, as
in Bennett (2013), we can use genetic optimization to ensure a more robust
logistical performance, which is a very attractive solution for manufacturers.
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Managing the Life Cycle of IT-Based
Inter-firm Resources in Production
and Logistics Networks

Jens Poppelbuf3, Michael Teucke, Dirk Werthmann
and Michael Freitag

Abstract This paper applies the concept of inter-firm resources to inter-
organizational information systems that are shared between enterprises within
production and logistics networks. The paper focuses on challenges during col-
laborative initiation, development, implementation, operation, and maintenance as
well as termination of such shared information systems. The availability of
instruments for improving all these life cycle phases of shared information systems
is discussed based on the implementation of an EPCIS-based data exchange
infrastructure within an automotive production network.

Keywords Inter-firm resources - Inter-organizational information systems - IT
systems - Life cycle management - Supply chain management

Introduction

Production and logistics companies form networks in order to increase their own
competitiveness in the global market and create more value for their customers
(Simatupang et al. 2004). However, companies in such networks, and conse-
quently the networks as a whole, have to meet increasingly more ambitious goals:
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short delivery times, high delivery reliability, and a growing range of individualized
and varied products. A critical success factor for improved cooperation within these
networks is the efficient exchange of information throughout the network (Tan
2001). Many different types of information can be beneficial for improved coop-
eration, like transactional and operational information, (e.g., orders, invoices, and
product or service master data) or tactically and strategically relevant information
(e.g., financial data, demand forecasts, customer information) (Ali et al. 2008; Klein
and Rai 2009). Additionally, by realizing an information exchange almost in
real time, disturbances along the supply chain can be reduced (McFarlane and
Sheffi 2003).

Contemporary information technology (IT) offers opportunities for collaborating
with network partners faster, more flexible, and at lower costs (Davis et al. 2011).
However, a joint IT infrastructure needs to be put and kept in place for storing,
processing, and distributing information throughout the network in an efficient
manner (Attaran and Attaran 2002). This requires the participating network partners
to agree on common standards, transmission protocols, interfaces, and data struc-
tures. They have to invest in corresponding, often network-specific, inter-firm
resources, (e.g., by programming specific interfaces for specific peer-to-peer con-
nections). Moreover, such inter-firm resources must be managed along their whole
life cycle from initiation to termination.

The German automotive industry may serve as an example to illustrate this
problem area. The German automotive industry has been facing challenges related to
the implementation and management of inter-organizational IT infrastructures for
many years. For instance, the German research project “RFID-based Automotive
Network—RAN (Lepratti et al. 2014),” funded by the Federal Ministry of Economics
and Technology, developed common standards for IT infrastructures for generating
event data, a structure of the event data, and an inter-organizational information
system (IOS) for exchanging data between network partners (Toth and Liebler 2012).
The automotive industry, due to its size, automation, and interconnectivity of its
complex collaborative production and logistics processes, strongly depends on timely
exchange of accurate and relevant process related information, e.g., about the location
and status of objects within production networks. Data exchanged by a so-called
InfoBroker network can be used for planning and controlling material flows in pro-
duction and distribution processes of the automotive industry.

The InfoBroker is an inter-firm resource that needs to be managed along its
complete life cycle. In the following, we draw from Alter’s (2002) work system
method to describe the life cycle phases of such inter-firm resources. For the
different life cycle phases, we identify challenges that have to be met in each phase.
We also use the InfoBroker network developed within the RAN project to illustrate
existing instruments, as well as still existing deficits of collaborative planning,
building, operation, and termination of IOS. Finally, we provide an outlook on
further research, which is needed to support a life-cycle-oriented management of
IOS in production and logistics networks.

The remainder of this paper is structured as follows: The second chapter
introduces a life cycle model of IOS. The third chapter presents challenges
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encountered during the life cycle and illustrates how we coped with these chal-
lenges during the RAN project, in which the InfoBroker was developed. The paper
concludes with a brief summary and directions for further research.

A Life-Cycle Model for Shared Information Systems

Adopting the terminology of the relational view (Dyer and Singh 1998), 10S
represent inter-firm resources, as they are used cooperatively by the different net-
work partners. Each partner invests in and owns some components (e.g., software,
hardware) of the overall IOS. IOS comprise components that are not solely located
within a single organization, but span organizational boundaries. They must be
maintained and operated as long as the networked organizations are cooperating.
They may also be subject to termination when networks dissolve or new techno-
logical options call for a complete redesign.

IOS in production and logistics networks can be understood as work systems
(Alter 2008). “A work system is a system in which human participants and/or
machines perform work (processes and activities) using information, technology,
and other resources to produce specific products and/or services for specific internal
or external customers.” (Alter 2008, p. 451) The term work system is generic, as it
can encompass information systems, projects, value chains, supply chains, and
others (Alter 2002). Hence, IOS represent a specific category of work systems.

Work systems “exist in a particular form during a particular time interval” (Alter
2002, p. 10). Alter describes in his work system life cycle (WSLC) model how the
form and state of such a work system evolve through iterations combining planned
and unplanned change. Planned change involves the deliberate allocation of
resources (e.g., human, financial, and technical resources) to a project with the goal
to change the work system’s form. Unplanned change happens through minor
adaptations apart from such planned projects. The WSLC model assumes, as shown
in Fig. 1, that the life cycle of a work system consists of one or more iterations of
four the phases, which are the following (Alter 2001):

e [nitiation: The participating organizations of the network jointly decide that they
intend to share information and to have an IOS. In this phase, they clarify the
reasons and their objectives for having a planned project to build up or change
the IOS. They identify the people and processes that will be affected and allocate
time and resources necessary for the project. Unless initial investigations indi-
cate differently, this phase concludes “with a verbal or written agreement about
the proposed system’s general function and scope, plus a shared understanding
that it is economically justified and technically and organizationally feasible”
(Alter 2001, p. 15).

e Development: The participating organizations design, create, or obtain the IOS
or its components, respectively. This phase includes deciding how the IOS will
operate and which data will be exchanged. This phase may involve the



62

Unanticipated adaptions
—
Y/

1\

OPERATION and

MAINTENANCE

Operation of work system and monitoring of
its performance

Tarminate

"~ Redesign
-~ -

J. Poppelbulf} et al.

Unanticipated oppoitunities

J/’ﬁ\\\ﬁ

INITIATIO N
Vision for the new or revised work system

» Operation goals
AR

+ Maintenance of work system and inft - and clarfication of
system by identifying and comecting small “\]/ time frames
flaws — + Economic, organizational and technical
* On-going improvement of work practices Continue feasibility of planned changes
through analysis, experimentation, and
adaptation
Fy Recognition of
‘o Recognition °f0l infeasibility in Ready for
eperation excessive wu";essf::;:; SRR
workarounds
. ¥
IMPLEMENTATION & d DEVELOPMENT
implementation approach and plan (pilot? _Recognttion of Detailed requir ts for the n r revised
Phased? Big bang?) infeasibility in vision, equirements W Of rovig

+ Change management efforts about rationale
and positive or negative impacts of changes

+ Training on details of the new or rewsed
information system and work system

+ Conversion tothe new or revised information
system and work system

+ Acceplance testing

goals, of resources

mxmatuon system and work system

production, modification, or
acqu.usltmn_ and co_nflgulailon

I 9
N
\
Unanticipated adaptions

Ready for
implementation

+ Documentation and training materials
» Debugging and testing of hardware, software,
and documentation

U i
\\\\‘..../’ é

Unanticipated opportunities

Fig. 1 Work system’s life cycle (WSLC) phases and their relations (Alter 2002)

installation of commercial off-the-shelf software or the development of new
applications or adapters. The completion of this phase does not mean that the
I0S works properly. It just means that the computerized parts of the IOS operate
correctly according to technical requirements and that they are ready-to-use at
the different organizations within the network.

Implementation: The participating organizations make the IOS operational.
Here, implementation does not refer to the process of acquiring, designing, and
programming software (which is part of the previous phase), but to the process
of making changes to the network and the IOS come alive in the participating
organizations. Plans are necessary for changing old ways of doing to the new
target state. Business processes in the participating organizations need to be
changed and process participants need to be trained accordingly.

Operation and Maintenance: The participating organizations keep the IOS alive
and effective. Accordingly, they devote resources to the ongoing monitoring,
operations, and maintenance (reflected through minor changes that do not
require major projects). The organizations need to ensure that the shared
information system provides the benefits and that incremental changes as
desired by participants are taken into account. This phase continues until the
shared information system is terminated, (e.g., due to a reconfiguration of the
supply chain) or another major change is required, (e.g., due to a change from
EDI-based to XML-based data exchange), leading to a new iteration.
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These four phases apply whenever a project creates or significantly changes the
work system, e.g., the shared information system. The fact that the life cycle of a
shared information system might involve multiple iterations implies that the system
of organizations (i.e., the network) can go through a series of iterations that were
not predictable when the organizations first decided to cooperate. “Each iteration
typically ends when a period of continuous change (maintenance and incremental
improvements) gives way to a discontinuous change in which major parts of the
system are re-thought, modified, and possibly merged with other systems” (Alter
2001, p. 10). Having run through these four phases, the decision about the future of
an IOS has three general options: (1) operation and maintenance continues
including incremental changes, (2) it is redesigned significantly (starting a new
iteration), and (3) it gets terminated.

It can be expected that the termination of an IOS or even the termination of the
cooperation between organizations as a whole also requires major changes to the
affected work systems, leading to further iterations of the aforementioned phases.
These possibly affect overlapping but deviating (sets of) systems or subsystems,
e.g., in cases where production and logistics networks are reconfigured and the
previous IOS needs to be phased out and finally closed down in a structured manner
and where each of the previously cooperating organizations must define and
implement new work systems themselves (Rajlich and Bennett 2000).

Challenges and Methods Along the Life Cycle

Models for production and logistics network operation often assume that relevant
information is available when needed and at fairly low costs. The costs of infor-
mation systems, compared to their capacity (e.g., the costs per stored data byte)
have decreased. However, the costs for common and collaborative design and use
of data systems to enable collaboration of different partners in a network remain
significant (Whelan and McGrath 2002; Bhimani and Ncube 2006).

The life-cycle-oriented management of information systems within production
and logistics networks has to cope with the challenges that come up during initi-
ation, development, implementation, and operation until termination of the IOS. In
Table 1, typical challenges of all life cycle phases of an IOS are presented. These
challenges have been deduced from the descriptions of the WSLC phases as
summarized in the previous section and in Fig. 1.

The RAN project may serve as an example to illustrate which of these challenges
have already been addressed in practical applications. The RAN project developed
and prototypically implemented the architecture of the so-called InfoBroker, which
is an adoption according to the needs of the automotive industry of the Electronic
Product Code (EPC) global-network data exchange standard (Werthmann et al.
2013).
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Table 1 Challenges during the life cycle of shared information systems

Life cycle phase Challenges

Initiation Network partners have to agree on a common vision and goals
Necessary resources have to be available at every partner
Affected stakeholders have to be involved

Contact persons at each company are needed

Necessary hardware components need to be available

Costs and benefits of the system have to be shared fairly between
the partners

Development Involved companies have to agree on common requirements
Necessary interfaces to existing IT systems have to be designed
Necessary hardware and software components have to pass test runs
Comprehensible and complete manuals have to be composed

Implementation Implementation steps have to be coordinated between the partners
Affected employees have to be trained
Conversion to the new systems has to be prepared properly

Operation and Ongoing maintenance has to be executed
Maintenance Data safety and security of data from partners have to be guaranteed
Operation has to stick to the agreements from the initiation phase

By developing such a prototypical IOS, the RAN project had to cope with these
challenges. In order to allow new partners to join the network as well as to adopt
and implement the information exchange standards, the project has developed an
“integration concept” describing necessary steps a company joining the network
has to follow (RFID-Based Automotive Network 2013b). The integration concept
includes methods chosen by the RAN project in order to cope with the mentioned
challenges.

For passing the initiation phase of a RAN-based shared information system, the
partners can choose a so-called control scenario for improving a selected process
within the automotive production network. The control scenario provides a
description of a reference process, describing the main process steps for such a
scenario, the main actors, and the instant of time and the location as well as the
general content of the scenario. In addition, it describes advantages of the selected
scenario. The specific control scenario cross references to additional documentation
where the affected processes and underlying RFID technology are described in
more detail. The process documentation describes the most efficient way for using
RFID and the InfoBroker technology within each standard process designed within
the RAN project. The hardware documentation describes the characteristics of
RFID hardware being able to fulfill the requirements of the chosen scenario and
may be used to create the data to be exchanged by the InfoBroker network.
Suggestions for proper RFID reader installation and for mounting the RFID tags are
provided as well. To assess the profitability and resource efficiency of the RAN
approach, methods for measuring the costs and benefits have been adopted
(Reinhart et al. 2011). These methods can be applied multiple times during the life
cycle for assessing the performance of the whole system or parts of it. Based on the
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results of the assessments, management decisions can be taken about the further
development of the shared information system during each life cycle phase.

For the development phase, requirements can be derived from the RAN guide-
line, which describes the developed control scenarios. Standards for the commu-
nication interfaces were also developed during the RAN project and can be used to
set up the InfoBroker environment. Moreover, standards about the data structure on
RFID tags and within the InfoBroker network were also defined. The entire
guideline written during the project can be used as a basis for detailed guidelines of
the concrete implementation of a shared information system.

For the implementation phase, there were no specific guidelines developed as
part of the RAN project. Some explanations are available in the RAN integration
concept, but they are not specific to shared information systems as they are based on
a common procedure model by Tamm and Tribowski (2010). The operation and
maintenance phase of the system has been given only cursory treatment in the RAN
integration concept.

The availability of instruments within the RAN network’s integration concept to
cope with the above identified challenges is summarized in Table 2.

Table 2 Availability of instruments in RAN integration concept for coping with challenges of
shared information systems

Life cycle phase

Challenges

Instruments recommended by
RAN project

Initiation

Agreement on common vision and
goals

Availability of necessary resources
Involvement of stakeholders
Contact persons at each company
Availability of hardware

Sharing of system costs and
benefits between partners

RAN control scenarios

No instruments available

RAN control scenarios

RAN control scenarios

RFID hardware descriptions
RAN economic feasibility study

Development

Agreement on common
requirements

Design of interfaces to existing IT
systems

Test runs of hardware/software
components

Composition of system manuals

RAN data and data structures
RAN hardware descriptions
RAN InfoBroker concept
RAN RFID equipment,
installation and operation

No instruments available

Implementation

Coordination of implementation
steps

Training of employees
Preparation of conversion to new
systems

RAN integration concept

No instruments available

RAN integration concept, RAN
InfoBroker concept

Operation and
Maintenance

Execution of ongoing maintenance
Guarantee of data safety for
partners

Check system conformity to
agreements

No instruments available
RAN InfoBroker concept
No instruments available
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The most controversial aspects within the RAN project were data ownership and
cost allocation within the InfoBroker network. Anxiety over the data exchange was
not concerned about data safety, but about disadvantages for the provider inherent
in providing data to partners within the production network. For example, logistics
service providers were afraid that purchase departments of car manufacturers may
exert pressure on them when the latter learn about increased process efficiency from
the provided data. Having a look at the cost allocation within scenarios using the
InfoBroker network some partners see huge benefits when receiving data from
network partners. In a lot of scenarios, the partners responsible for providing the
needed data, however, do not have benefits that generate a positive return on
investment in a proper period of time.

Concerning the mentioned challenges of a life-cycle-oriented management of
shared information systems in production networks, the following conclusions can
be drawn in assessment of the RAN integration concept: The concept has been
developed with the problem of several different network partners in mind. It covers
different life cycle phases, however, with emphasis on early life cycle phases,
analysis, conception, and realization (implementation). It takes into account net-
work dynamics by providing a concept for setting up new networks as well as for
new companies joining an already established network. Dedicated methods for
running such networks are lacking, only methods for disjoining or terminating are
available. The concept also provides several different perspectives on the networked
information system problem, covering technical problems (data and data structures
and RFID hardware), organizational problems (providing a control scenario and
process repository), and integrating both in a perspective on the Info-Broker
architecture. In addition, it covers economic problems with its profitability per-
spective. Collaboration aspects are integrated into some of these perspectives, in
particular, in the control scenario work package. Profitability aspects, however, are
covered only from the perspective of an individual enterprise, lacking, for instance,
methods for allocation (distribution) of costs and benefits between different partners
in the network situated at different points of the value creation chain. The main
obstacle for a quick implementation of the InfoBroker in production networks is the
uncertainty about disadvantages based on the exchanged data and the cost and
benefits allocation resulting from the InfoBroker implementation.

Conclusion and Outlook

IOS are a specific type of inter-firm resources which have to be managed over their
whole life cycle, covering the phases of initiation, development, implementation,
and operation and maintenance and, possibly also, termination in the end. As the
RAN project demonstrates, existing approaches that can be used to address the
different problems within the different life cycle phases do not cover sufficiently all
concerns of potential network participants about negative consequences of sharing
data. Moreover, later phases of the life cycle, like network redesign or termination,
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Table 3 Research agenda for life cycle phases

Life cycle phase Directions for design-oriented research

Initiation Methods and instruments to enable common, but temporarily and
spatially distributed planning and engineering of shared information
systems

Methods and instruments for mitigating potential negative impacts by
the data provided to partners within the networks

Development Methods and instruments that support a wider application of e-business
standards and shared technical platforms

Implementation Methods and instruments for cross-organizational change management

Operation and Methods and instruments balancing of costs and benefits of shared

maintenance information systems related to their ongoing operation and maintenance

as well as aspects of collaboration between different organizations, for instance the
allocation of costs and benefits, are not addressed in a sufficient way either. To deal
with these challenges, only the general literature about change management, like by
Lientz and Rea (2004), is available. Based on the mentioned aspects, a research
agenda for addressing these challenges is formulated in Table 3.

For further exploration of the life-cycle-oriented management of IOS and the use
of methods to cope with the respective challenges, an examination of additional
case studies would be appropriate. The authors expect that this exploration would
result in a more comprehensive list of methods applied in practice for coping with
specific challenges in each phase. Based on such a list, a refinement of the research
agenda would be possible.
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Autonomous Control Strategy for High
Precision Marking of Installation Drill
Holes Using a Mobile Robot

Jiirgen Pannek, Tom Naundorf and Matthias Gerdts

Abstract Modern production lines typically consist of several components, which
have to be installed with high precision in order to work together harmoniously.
Upon installation of this equipment, a vast number of drill holes need to be marked.
This stage of the setup process of a factory is performed manually at present and
henceforth it is both time-consuming and error-prone. Within this work, we present
a method to accomplish this task autonomously by means of possibly multiple
mobile robots. To this end, we propose a hierarchical event based control strategy
for the mixed-integer optimal control problem and provide insight into real-time
capable solution methods. Moreover, an experimental setup utilizing a Leica
AT901-LR laser tracker and a KUKA youBot is studied. This case study shows that
the process can be performed autonomously satisfying the desired marking preci-
sion and yet be completed within a shorter time frame thus reducing the costs.

Keywords Autonomous control - Feedback design - Event base control

Introduction

Digital factory has been an upcoming topic for several years and intends to merge
industry and Information Technology (IT). The general idea is to use virtual
planning tools to accompany the design and construction of buildings and
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production facilities such that criteria like process flow, internal and external
logistics, working conditions, and transformation ability are improved (Bracht et al.
2011). Before any machinery is installed, respective installation locations and fixing
spots need to be marked. At present, this stage is performed by hand. Due to the
typically vast number of marking points, the procedure requires a lot of competent
personnel and is time-consuming as well as monotonous. Especially the latter
property may lead to erroneous markings, which have to be identified and corrected
at later stages of the construction.

To reduce the costs of the described stage, we propose the usage of several
mobile robots. Each of these robots is connected to a stationary laser tracker and
forms an event-based or hybrid control system, see, e.g., Tabuada (2009). The
event-based property is due to the problem structure: First, the robot has to be
moved to a neighborhood of the target, which allows for performing the marking
task. In the second step, the manipulator of the robot has to be controlled such that
the desired target is marked with predefined accuracy. Regarding the installation of
production lines, the maximal deviation has to be smaller than 1 mm for fixing spots
within a range of 100 m and more. To complete the marking task, we formulate an
assignment problem between marking spots and robot—laser pairs. Due to its
mixed-integer nature, this control problem is challenging and computing times
cannot be neglected, cf. Floudas (1995). By introducing a hierarchy of three layers
consisting of assignment, external and internal loops, we can circumvent the
real-time issue. In particular, once a target is assigned to a robot, the robot has to
complete this marking problem before asking for a new assignment. Between two
such events, the assignment problem can be solved or updated using model pre-
dictive control like methods, see, e.g., cf. Griine and Pannek (2011) or Kirches
(2010), and is real-time feasible.

The paper is structured as follows. First, we provide details on the marking
process and the proposed control structure. Thereafter, we discuss the design of the
controls, which offer degrees of freedom within our structure, i.e., the assignment
and the external feedback layer. Using an experimental feasibility study, we show
that the proposed feedback fulfills the precision requirements. Last, we conclude
our work and show possible improvements of the control strategy.

Modeling the Marking Process

As described earlier, marking drill holes for a production line is typically scheduled
toward the end of the design process of a factory hall. In particular, the coordinates
of the drill holes are known beforehand for a given reference frame defining a
coordinate system within the factory hall. A simple example may be to center the
origin at a corner of the hall and choose one of the walls as the principal axis. Then
a second principal axis can be defined to form a Cartesian coordinate system. Such
a coordinate system is implicitly given by the technical drawings, which are used to
optimally position the elements of the production line.
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Fig. 1 Hierarchy of the discrete event feedback showing the central optimization combined with
feedbacks utilizing external and internal sensors

For the autonomous marking process, we define possibly many base points
within the given Cartesian coordinates. These base points are used to position laser
tracking systems, which serve as homing devices for the mobile robots. In partic-
ular, each laser tracker introduces an additional coordinate system. The latter results
from the original Cartesian coordinates by one translation and one rotation.

Each robot consists of a mobile base, one manipulator, and two reflector semi
spheres used for tracking the base and the arm. The components of the robot
comprise separate local position controllers, and, for security reasons, these
mechanisms should not be circumvented. Unfortunately, the robot-based sensors
are not accurate enough for our control task. For this reason, we assign a tracker to
each robot that combined to form a control system. Within each control system, the
position control of the robot exhibits a discrete nature, i.e., a new position should
only be assigned once the last position has been reached. Here, we propose the
hierarchical discrete event feedback sketched in Figs. 1 and 2 to solve the marking
problem.

Fig. 2 Feedback loop within
the external feedback layer

.- er

tracker

Target reached

Correction or Controller Measurement
marking

New target Target marked
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The idea of the hierarchical approach is to separate the assignment from the
control task. At the top level a central optimal control problem is solved iteratively
which

minimizes the total time of the marking process,

considers the dynamics of the robots moving within the factory hall,
avoids collision of the robots, and

guarantees clear line of sight between each robot—tracker pair.

As a result, each robot-—laser pair is assigned a marking task that can be per-
formed independently, i.e., no communication between the robot-laser pairs is
necessary.

On the external feedback layer the control loop is designed in the two-step
discrete event manner. The steps separate the movement of the robot base and
manipulator. Upon completion of each movement, an event is triggered which
causes the laser tracker to measure the actual state of the robot. If the position is
within a predefined neighborhood of the target, the feedback can switch between
base and manipulator or notify the assignment layer that a marking task is
completed.

Last, on the internal feedback layer, there are black box control loops incor-
porating the rotation sensor of the wheels of the base and the joints of the arm.
These local feedbacks exhibit several shortcomings, in particular in the context of
highly accurate positioning. In the following description of the experimental setup,
we discuss the occurring difficulties and their possible treatment within the external
feedback layer.

Control Design on the Assignment and External Feedback
Layer

As described earlier, the external feedback is event based and consists of two
discrete stages corresponding to the robot actuators, see Fig. 2 for an illustration. In
the first event cycle, the feedback controller is given a new target that it converts to
its local coordinates. Then, a position correction command containing a pair of
coordinates is sent to the robot. Using internal sensors the robot steers to the
designated target. Once the movement is complete, an event is triggered and
the laser tracker provides an accurate measurement of the position of the robot. The
feedback controller then determines whether a correction movement is necessary. In
this case, the procedure is repeated using a correction of the position of the robot. If
a predefined neighborhood of the marking point is reached, the controller switches
to the second event cycle. Now, correction commands are used in a similar loop to
position the manipulator such that the target can be marked with sufficiently low
deviation. Once the marking is completed, the assignment layer is notified and a
new target is passed to the controller.
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Laser tracker measurements

Assignment requests

Fig. 3 Sketch of a time frame for several robot—laser subsystems transmitting respective
measurement data and requesting new targets

Within the assignment layer, the previously described optimal control problem is
solved repeatedly using the latest measurements of all robot-laser subsystems.
These measurements are used as initial values of the subsystem dynamics and
current as well as past target points are excluded from the problem. Then, at every
computation instant, an optimal collision-free assignment for the next marking
point is computed for each subsystem. Since the required transition times of the
subsystems are unknown, these are problems with free terminal time. Typically,
such a problem is hard to solve since the assignment is an integer decision while the
robot dynamics are continuous in time, i.e., the problem is a mixed-integer one, see,
e.g., Floudas (1995) for solution techniques. However, solutions are only required
at time instances where one of the subsystems has completed a marking and
requests new target information, cf. Fig. 3. Since the respective time intervals
between two subsequent instances are typically large, the problem may be solved in
real-time.

The availability of intermediate measurement data by the robot—laser subsystems
additionally allows for a receding horizon control like approach. In particular, the
measurements can be used to keep the optimal solution of the mixed-integer
problem up to date. Indeed, the optimal solution typically changes slightly if the
time instances of the measurements are close to one another. Yet, large changes
may occur if the time interval between measurements increases. Since large changes
require disproportionately long computing times, intermediate updates offer a
computationally cheap alternative, cf., e.g., Griine and Pannek (2011) or Kirches
(2010). Additionally, mathematical insight into optimization methods and duals of
optimization variables reveals techniques such as real-time iterations, sensitivity or
hierarchical updates, cf. Diehl et al. (2005), Pannek and Gerdts (2012), and Bock
et al. (2007). In contrast to the recomputation methods described before, these
methods utilize the time between two assignments instead of the time between two
measurements, and prepare a solution, which is parameterized in the initial value.
Once the latest measurement from the robot—laser subsystems is available, the
solution can be computed instantly.
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While the optimal new target should be assigned to a subsystem, we like to stress
that optimality is not required. Indeed, delays due to repositioning on the lower
control levels may render a computed solution to be nonoptimal. Feasibility is not
an issue for this control task since collisions can always be avoided. Hence, the
degree of optimality of such an approach may be measured a posteriori using
techniques from Griine and Pannek (2009).

Note that the assignment layer may also be designed in a distributed control
manner utilizing primal or dual data exchange, see, e.g., Pannek (2013), Rawlings
and Mayne (2009), or Rantzer (2009). In this case, the collision avoidance problem
has to be tackled locally and it is not clear what kind of stability and (sub)optimality
can be achieved for our application.

Experimental Setup and Results

In our experiments, we mimic the full range marking process on an experimental
scale with the goal of a feasibility analysis of the approach. Therefore, only one
robot-laser system is studied and a simple instruction program simulates the
assignment.

The mobile robot is a one-arm version of the KUKA youBot, cf. KUKA
Industries GmbH (2012) for details. It consists of two actuators, the base and the
manipulator. Features of the base are a fully fledged Linux computer and so-called
omni wheels, which allow the robot to move in any direction in the plain and rotate
on the spot, see Fig. 4 for an illustration.

Note that these moving abilities render the dynamic to be holonomic, see, e.g.,
Goldstein et al. (2002). We like to stress that this property is not essential for
marking problem, yet it simplifies the optimal control problem to be solved on the
assignment layer, cf. Reeds and Shepp (1990). The manipulator is mounted on top
of the base and possesses five degrees of freedom, which enables the arm to reach
the ground, see Fig. 5 for an illustration.

Both base and manipulator feature several rotary encoders such that the rota-
tional position of each omni wheel and each joint can be determined. Additionally,
two semi sphere reflectors are mounted on the youBot allowing the laser tracker to
measure the exact position of the youBot.

»
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Fig. 4 Translational and rotational abilities of the robot base (OKUKA Laboratories GmbH 2012,
pp-17-18)
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Fig. 5 Schematic of the operating range of the youBot manipulator (leff) and illustration of the
location semi sphere reflectors (right). The red square and the blue circle (left) represent the
allowable positioning neighborhood of the reflector semi sphere and the position of the reflector
semi sphere. The second reflector is mounted on the manipulator (right). The target area (left) for
the marking task is given by the 100 mm x 60 mm square in front of the youBot

Table 1 Stochastic properties of base and manipulator

Forward Sideward Joint 1 Joint 2 Joint 3 Joint 4
Zero offset 1.3° 0.5° —1.4° 4.5°

Expectancy 0.994094 0.960034 0.986901 0.977830 0.992445 0.931255
ratio

Variance 0.000644 | 0.000890 | 0.000008 | 0.000036 |0.008501 | 0.000090

In order to obtain a provisional linear approximation of the movement of both
base and arm of the youBot, in (Naundorf 2013) a number of measurement
experiments were performed to identify the respective constants, cf. Table 1 and
Fig. 6.

Considering the arm, we found that, despite the internal slip of 0.5° per joint, the
expectance ratios between set and actual distances as well as the respective vari-
ances are sufficiently accurate to perform the marking task with high precision. The
variances of the base, however, are too large to position the robot at a certain
neighborhood of a target. The main reason for this deficiency is slip at the omni
wheels, which is due to their construction and cannot be avoided. Therefore, the
external measurements and the external feedback are necessary to guarantee an
accurate positioning of the base.

Within our experiments, we used a Leica AT901-LR laser tracker to externally
measure the position of the youBot base or arm. The tracker provides two options
which are useful for our control task: For one, the absolute interferometer allows
dynamically following and measuring the distance to an object. And secondly, the
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Fig. 6 Set-actual comparison for forward and sideward movement of the youBot base using the
quotient of set to actual distance

power-lock functionality allows detecting reflectors within a neighborhood of the
current focus. This property enables us to switch between reflectors mounted on
the arm and the base. Here, we use a rotatable semi sphere reflector mounted at the
front of the base, which is controlled such that its focus is always directed toward
the tracker. To measure the arm, a reflector is integrated in the terminal link of the
arm. Similar to the base reflector, we control the joint A5, cf. Fig. 5, to point the
reflector toward the tracker. Utilizing the power-lock functionality a switch between
both reflectors can be performed. To this end, the untracked reflector is moved to a
neighborhood of the focus of the tracker and then the line of sight for the tracked
one is broken. The Leica AT901-LR works within a range of 160 m with accuracy
of 15 um + 6 pm/m, which is more than sufficient for our positioning accuracy of
1 mm.

During our experiments, we encountered several deficiencies of the youBot such
as misalignment of the base due to slip, incorrect internal parameter resetting, and
ineffective movements of both base and arm. The external feedback was modified to
identify and correct these issues using basic geometric movements or switching to
relative coordinates. Due to the compensation mechanisms, the marking process is
slowed down significantly, but still faster than a manual approach. Additionally, we
found that the described control loop setup is able to achieve the goal of marking an
arbitrary series of drill holes on the ground with sufficient accuracy within the range
of the tracker, cf. Fig. 7 for an exemplary marking of a calibrated point.



Autonomous Control Strategy for High Precision Marking ... 71

o ot (.

Fig. 7 youBot marking a calibrated point

Conclusion

We have shown that the described hierarchical control design is able to compute an
optimal routing plan for the drill hole marking problem for installing automation
equipment. Within our experiments we found that the combination of a KUKA
youbot and a Leica AT901-LR laser tracker allows us to design a feedback, which
has shown the desired accuracy of the marking process during experiments.

The discrete nature of the robot-laser system is one of the key issues to be
treated in future research. As a consequence, the time-consuming error identifica-
tion and compensation methods within the external feedback may be removed.
Additionally, we plan to integrate the external feedback layer into the assignment
layer by means of a cooperative dynamic game approach. The advantage of such a
structure is that target may be switched on the fly, thus reducing the total time
requirements of the marking process.

Acknowledgments We like to thank Prof. Heunecke and Mr. Liebl from the Institute of Geodesy
for their cooperation in the usage of the Leica AT901-LR laser tracker and fruitful comments
throughout the project.
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The Impact of Shortest-Path Searches
on Dynamic Autonomous Transport
Scheduling

Max Gath, Otthein Herzog and Maximilian Vaske

Abstract The requirements of transport processes have become increasingly
complex due to shorter transit times, the individual qualities of shipments, and
higher amounts of small sized orders. Especially in courier and express services
providing same day deliveries, the high degree of dynamics even increases this
complexity. To ensure reliable and flexible planning and control of transport pro-
cesses, we present a reactive and proactive agent-based system to support the
dispatching of logistic transport service providers. Beside the application in sim-
ulated real-world processes of our industrial partners, this paper focuses on the
impact and relevance of shortest-path queries in the system. We compare the
application of state-of-the-art algorithms and investigate the effects of high speed
shortest-path computations in agent-based negotiations. The results prove that
efficient shortest-path algorithms are an essential key component in agent-based
control of dynamic transport processes.
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Introduction

The growing cost pressure in logistics to offer competitive prices, while increasing
the quality of services requires logistic service providers to setup more efficient
processes. Especially in courier and express services, the optimization of planning
and control processes is a complex problem. In courier and express services small-
and medium-sized shipments have to be transported within guaranteed time win-
dows and probably within a few hours. Regarding the dispatching process, the
general problem can be mapped to the well-known vehicle routing problem
(VRP) (Parragh et al. 2008a) or pickup and delivery problem (PDP) (Parragh et al.
2008b). However, the complexity of process planning is even increased by
changing amounts and individual qualities of shipments like weight, volume, pri-
ority, and value. Handling this complexity in real situations is further aggravated by
the high degree of dynamics that results from unexpected events such as rapidly
changing order situations and delays. Moreover, the exact amount and properties of
shipments are not known in advance. Actual capacities are only revealed while
serving tasks. Picked-up shipments decrease the vehicles’ capacities during ongoing
tours. To react to changing traffic conditions and delays at incoming goods
departments, it is essential to adapt tours and timetables while considering actual
capacities.

Transport Processes of Courier and Express Services

We started with a detailed documentation and an analysis of the relevant processes
of our industrial partners and revealed the interdependencies between processes and
actors by modeling the business processes with the well-established Business
Process Modeling Notation (BPMN). In order to cover the general planning and
control, the collected information has been enriched by interviews with other
transport service providers and logistics experts. While the dispatching processes of
several forwarding agencies are varying in detail, e.g., by applying different soft-
ware systems, the general procedure is not varying substantially. First, an infor-
mation system collects all incoming orders and assigns these orders to predefined
tours by a static mapping, e.g., of postal codes to tours. In general, the first
assignment neither considers the amount of effectively received orders nor the
properties of shipments or available vehicles, but is an essential preprocessing
step. Second, this allocation is optimized by the dispatcher. Time critical orders are
processed with higher priority and orders of overloaded tours are identified and
reassigned to tours with available capacities. After this rough planning a
fine-grained planning process is started by each contracted freight carrier. In this
step, the freight carrier schedules its trucks and assigns the orders to one of its
vehicles. Next, the freight operator determines the route by applying its expertise
and additional knowledge, e.g., about preferred time slots of incoming goods
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departments. Damaged or time critical orders which cannot be processed within
guaranteed time windows are reported to the forwarding agency. Thus, external
transport providers may be instructed to transport these time critical goods. In
conclusion, the general planning and control processes in groupage traffic reduce
the problem complexity by splitting up the overall problem (the assignment of all
orders to vehicles while considering relevant constraints) into smaller problems
with less complexity. After the preprocessing, each contracted transport company is
solving the reduced problem to assign a subset of orders to a subset of vehicles.
However, this implies that possible dependencies and optimization potentials
between orders of different transport companies are not detected and consequently
neglected. Next, we identified the data, which can serve as a basis for the decisions
in autonomous processes and analyzed their format, amount, quality, feasibility,
relevance, and the point of operation where the data is available. Consequently,
processing only data, which is available in current processes, allows for the inte-
gration of autonomous logistics processes without any new hardware investments.
For instance, software systems should not consider the exact volume, as there is no
reliable information available in current information systems, because the volume
of heterogeneous goods cannot determine automatically so far. With the data
provided by our industrial partners we aggregated several performance indicators to
quantitatively describe the current stages of processes and to identify the opti-
mization potential in the business processes, which is related to dispatching. In
conclusion, the general problem of our industrial partners refers to the VRP (Golden
et al. 2008) which is concerned with determining tours with minimum costs for a
fleet of vehicles to satisfy customer requests at different destinations while the start
and end point of the tour is the depot.

Related Work

In forwarding agencies, information technologies support dispatchers in their
decision making who still create tours manually on the basis of individual long-term
experiences. Indeed, there are several professional transport management systems
(TMS) for planning and controlling transport processes like PTV, 4Flow, or
EURO-LOG.! Moreover, in the past decades, numerous efficient heuristics and
metaheuristics have been developed for the transportation domain such as ant
systems, tabu search, simulated annealing, and genetic algorithms (Parragh et al.
2008a, b; Golden et al. 2008; Gendreau and Braysy 2005). However, the dynamics
in logistics and individual requirements of the application domain are often
neglected. Central planning and control in dynamic and complex logistic processes
is increasingly difficult due to the requirements of flexibility and adaptability to
changing environments. The goal is to optimize the planning and control processes

'See: http://www.ptvgroup.com; http://www.4flow.de; http://www.eurolog.com.
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by providing operational plans, tours, and routes automatically while considering
all relevant data to enable optimal decision making at any point of the operations.

In autonomous logistic processes, the decision making is shifted from central,
hierarchical planning, and control systems to decentralized, heterarchical systems
(Scholz-Reiter et al. 2004). Intelligent software agents represent logistic entities,
e.g., containers or vehicles. Thus, they are able to plan and schedule their way
throughout the logistic network autonomously (Schuldt 2011). The agents act on
behalf of the represented objects and try to reach the objectives assigned to them by
their owners. Consequently, relevant information is directly linked to products. For
instance, an agent representing a shipment is aware of its individual weight, vol-
ume, and its designated place and time of arrival. As a result, the material flow is
directly connected to the information flow, which allows agents to receive and
process relevant data immediately. By considering real-time information about the
status of the physical world, the quality of the agents’ decision-making processes is
improved. The agents apply and share this knowledge by communication and
negotiation mechanisms with other agents, in order to optimize the efficiency of
processes and the resource utilization. Semantic technologies such as
domain-specific ontologies, communication protocols, and speech acts are applied
to ensure the unambiguous exchange of information. By delegating planning and
control processes to decentralized entities, the overall problem is split into smaller
problem instances that can be solved optimally. The advantages of applying mul-
tiagent systems are high flexibility, adaptability, scalability, and robustness of
decentralized systems through problem decomposition and the proactive, reactive,
and adaptive behavior of intelligent agents (Wooldridge 2013). Therefore, agent
systems are especially applied to open, unpredictable, dynamic, and complex
environments. There are many examples of multiagent applications within logistic
processes for resource allocation, scheduling, optimization, and controlling.
Agent-based commercial systems are used within the planning and control pro-
cesses of containerized freight (Dorer and Calisti 2005). In-house logistic material
handling systems have been implemented with self-controlled and self-configured
components (Lewandowski et al. 2013). Agent-based systems have optimized
planning and control processes within dynamic environments (Fischer et al. 1995;
Harjes and Scholz-Reiter 2013). Other ranges of application have been provided for
industrial logistic processes (Skobelev 2011).

Agent-Based Dispatching in Dynamic Transport Processes

In our developed system, agents represent transport vehicles and orders. The agents
differ in their individual properties, e.g., represented vehicles vary in their capaci-
ties, work schedules, and speed limits. Similarly, each order agent carries the
unique characteristics of its represented shipment such as the pickup and delivery
location, weight, value, time windows, and premium service constraints. The goal
of order agents is to find a proper transport service provider for transporting the
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shipment from the depot to the destination (or vice versa) within given time win-
dows. Vehicle agents negotiate and communicate with order agents to maximize
the number of carried shipments while satisfying all relevant constraints and pre-
mium service priorities.

The system starts with the rough planning step by applying a k-means algorithm
(Mac Queen 1967). In contrast to a static mapping from postal codes to tours, the
algorithm assigns only effectively arrived orders to available vehicles by grouping
orders in nearby districts. Consequently, the flexibility of the rough planning step is
increased because the system is able to react to daily as well as seasonal fluctua-
tions. After the rough planning step, each vehicle agent starts a detailed planning
process. On the one hand, the vehicle agent considers the represented truck’s
capacity, the driving times dependent on the type of the road and the respective
speed limits, as well as the individual capacities of the shipments such as the
weight, priority, time windows, handling times, and the pickup or delivery location.
On the other hand, the agent optimizes the objective functions to reduce cost and
determine efficient solutions. For instance, the vehicle identifies the shortest-path
for visiting all stops. As a result, the agent solves a selective traveling salesman
problem (TSP), which is NP hard (Christofides 1976). The design of two different
TSP solver is described by Edelkamp et al. (2013) and by Edelkamp and Gath
(2013). The input of the solvers is the distance matrix including all the cities, which
have to be visited, and the current position of the vehicle. Thus, several
shortest-path searches are applied for the computation of this distance matrix.
Especially, in dynamic environments with changing traffic conditions and in sce-
narios in which orders have to be scheduled during operations, it is infeasible to
precalculate all the distances offline. This may only be an adequate solution for
static problems when all service requests are known in advance.
Section “Shortest-Path Algorithms” describes state-of-the-art and often applied
shortest-path algorithms which have been implemented within the decision-making
processes of the agents. After the detailed planning step of each vehicle agent,
several orders may not be serviced by a vehicle. Thus, the responsible agent acts in
the same way like agents representing dynamically incoming orders: The agent
sends a transport request to available vehicle agents and starts a new negotiation.
The vehicle agents compute proposals by determining their additional cost for
transporting the shipment. In order to schedule new orders also while transporting
other shipments, the agent considers all relevant changes of the environment and its
internal state, e.g., already loaded shipments and the current position of the vehicle.
The computed cost is sent back to the order agent that chooses the transport
provider with the least cost. If it is not possible to satisfy the orders’ requirements, a
refuse message is sent by the vehicle agent. To transport a premium service instead
of conventional orders, or another premium service with less cost, already accepted
orders (that have not been boarded yet) may not be included in the new plan and
have to be rescheduled. Affected order agents negotiate with other transport service
providers again. The agent models consider concurrency aspects within
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negotiations, the dynamics of the environment, as well as the interdependencies
between planning and the execution of an existing plan. Details of the proactive and
reactive agent design are provided by Gath et al. (2013a, b).

Shortest-Path Algorithms

In this section, we present three state-of-the-art algorithms, which were implemented
within the decision-making processes of the agents. Section “Dijkstra-Shortest-Path”
describes the well-known Dijkstra algorithm (Dijkstra 1959). Section “A*
Algorithm” continues with the A* algorithm. Section “Hub-Labeling on Contraction
Hierarchies” provides a high speed algorithm optimized for road networks which is
based on hub-labeling (Abraham et al. 2012) and contraction hierarchies
(CH) (Geisberger et al. 2012). All algorithms are complete and optimal.

Dijkstra-Shortest-Path

Let N denote the set of nodes, E a set of edges and dist: £ — R a distance function
of an edge. The Dijkstra shortest-path algorithm (Dijkstra 1959) is probably the best
known and most frequently applied algorithm for the computation of a shortest-path
P with the minimum distance minp ) ., dist(e) between two nodes s, € N. Nodes
are labeled as visited, reachable, or unvisited and contain a reference to a prede-
cessor node and a distance to s. At first all nodes are unvisited with an infinite
distance. While reachable nodes exist and target ¢ has not visited the algorithm
which performs the following steps: First, it chooses the reachable nearest node c.
Node c is labeled as visited and all unvisited nodes n connected to an outgoing edge
are evaluated next. Let d,, denote the distance from s to n. If n is reachable and d,, is
smaller than its currently saved distance, mark n as reachable with distance d,, and
predecessor c. After termination, if there exists a path from s to 7, the distance of
t denotes the shortest distance from s to 7.

A* Algorithm

The A* algorithm is similar to the Dijkstra algorithm, but applies an additional
heuristic which underestimates the real cost from a processed node to the target to
push the search in the right direction and avoid the expansion of nodes which are
not part of the shortest-path. For instance, on road networks the Euclidian air
distances may be used as a valid heuristic. We implemented a memory efficient
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version of the A* algorithm which is based on radix heaps. As a result, each node
can be processed in constant time and space. Details about this algorithm are
provided by Greulich (2013).

Hub-Labeling on Contraction Hierarchies

Since 2011, hub-labeling algorithms (HL) (Abraham et al. 2011) in combination
with CH (Geisberger et al. 2012) have become the most efficient approach for
shortest-path queries. For instance, shortest-path queries on the whole transport
network of West-Europe are processed in less than a millisecond (Abraham et al.
2011, p. 239; 2012, p. 34). First, the CH and hub-labels are computed for each node
offline. The general idea of distance labeling algorithms is that the distance between
two nodes is only determined by the comparison of their assigned labels. Thus,
search queries on the generated labels are efficiently performed online. Hub-labels
contain a list with references to several other nodes (the hubs). At the labeling
processes, the cover property has to be fulfilled: “for any two vertices s and ¢, there
exists a vertex on the shortest s— path that belongs to both labels (of s and #)”
(Abraham et al. 2011, p. 230). Consequently, the cover property ensures that all
shortest-paths in a graph may be determined by the labels of the source and target
nodes. Especially if the labeling algorithm is applied on nodes saved in CH, this
allows memory efficient label representations. In order to build a CH, a prepro-
cessing step is started which extends the original graph g to a larger graph g'. The
resulting graph g’ contains direct shortcuts between nodes which are represented by
paths in g. The algorithm iterates over every node and calculates shortcuts and
assigns a distinct level in the CH to the node. For each node a priority value is
calculated. The most important value is the edge difference between the current
graph and the graph resulting from processing that node. The node with the lowest
priority is processed next. The performance of the algorithm depends on
the sequence of nodes added to the CH (Geisberger et al. 2012). Due to the fact that
the sequence relies on the priority of the nodes and the priority changes by the
extension of the CH, the priorities are updated continuously after adding a new
node to the CH. As the computation of the priorities is cost intensive, it is estimated.
The better the approximated values are, the less shortcuts are determined and the
more efficient is the memory consumption and the search on the CH. As a result, the
priority ordering accelerates the shortest-path searches on the CH because it is goal
directed and the shortcuts decrease the number of nodes, which are processes
during the search. There are also approaches, which can be applied on
time-dependent graphs (Batz et al. 2008) or on dynamically changing graphs
(Geisberger et al. 2012).
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Evaluation

To describe the system’s performance quantitatively and show its applicability, we
conclude the results of the case study described by Gath et al. (2013b). For the
evaluation, we applied the agent-based event-driven simulation platform PlaSMA.?
PlaSMA allows the integration of real-word infrastructures imported from
OpenStreeMap® and supports the continuous simulation of uninterrupted time
intervals. Moreover, it includes a geographic information system (GIS) to determine
the coordinates of addresses. It is designed for the modeling, simulation, evaluation,
and optimization of planning and control processes in logistics. We simulated
real-world scenarios based on process data and orders provided by our industrial
partners and modeled the road network of their whole business area. In our first
investigation, we simulated all orders effectively transported by our industrial
partner within two representative weeks. The complete road network infrastructure
contains 156,722 traffic junctions and 365,609 roads. It includes all relevant
highways, motorways, and inner city roads based on the OpenStreetMap database.
Beside its type, also additional information about the distance and the speed limit
are included in this infrastructure model. The maximum speed of vehicles is
80 km/h. To cover real-world conditions, a vehicle’s speed is reduced to 80 % of
the speed limit of the road section. As customers sometimes refuse to accept the
delivery of a shipment during operations this is analogously simulated dynamically.
The details of the experimental setup are described by Gath et al. (2013b).
Figure 1 shows the amount of shipments which are successfully processed and
which are changed between agents in continuous negotiations to optimize the
allocation. Note that a shipment may be changed for multiple times if the repre-
senting order agent finds another vehicle that transports the shipment with less cost.
Within the simulation 1,347,092, TSPs are solved within the decision-making
processes of the agents. In relation to the total number of shipments, the high number
of changes indicates that the initial allocation is continuously optimized by
agent-based negotiations. Thus, the agent system allows for an efficient grouping of
packages at pickup and delivery locations. Loads at the same location are transported
by a single vehicle, because vehicles generate no additional cost for transporting
further shipments from or to an already visited location. In contrast to current pro-
cesses, the number of shipments transported by external transport providers is thereby
reduced by more than 80 %. As aresult, the dispatching system reduces the daily costs
significantly by increasing the capacity utilization of the own vehicle fleet and by
reducing the required number of external transport providers. In addition, the results
reveal that a huge number of TSPs have to be solved within the decision-making
processes of the agents. For each TSP a distance matrix is computed, which includes
information that is only available during daytime operations such as the current
position of the vehicle and the locations of new incoming orders. Pre- or offline

2http://plasma.informatik.uni-bremen.de.
>http://www.openstreetmap.org.
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computation of distance matrices is not feasible because this could result in a table
with |N| x |N]| entries. This obviously exceeds the memory requirements.

Figure 2 shows the physical time required for the simulation of a scenario as well
as the average number of node expansions required in a single search with different
shortest-path algorithms. As the hub-labeling not explicitly expand nodes, we
compare the average number of nodes represented by a label. Within the search, this
list of nodes has to be processed to identify the shortest way. Note, that all algo-
rithms are well-established shortest-path searches. Likewise to the above-
investigated case study, in this scenario we simulated real-world processes with
orders provided by our industrial partner. The underlying transport infrastructure
contains 85,633 nodes and 196,647 edges. All experiments were performed on a
laptop computer with an Intel quad-core 172620-M CPU/2.7 GHz and 16 GB RAM.
Memory requirements are not exceeded. Figure 2 clearly indicates that the average
number of nodes, which is processed in a single search, is strongly related to the
time performance of the overall approach. Although the A* search significantly
reduces the number of node expansions, the performance is not increased in the
same way. This is due to the time consumption and afford of the heuristic, which is
applied at each node expansion to determine the Euclidian distance on the sphere
surface of the earth as lower bound cost. Thus, in larger graphs the gap between the
number of node expansions and improved time performance of the A* algorithm is
decreasing. The results prove a significant impact of the shortest-path.

Algorithm to the computation time of the agent-based dispatching approach even
on small infrastructures investigated in this experiment. As the applied TSP solvers
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are state-of-the-art (Edelkamp and Gath 2013; Edelkamp et al. 2013), this show that
the application of the well-established Dijkstra and A* algorithm is the most
time-expensive operation of the agent-based dispatching system. In general, this is
remarkable because the Shortest-Path Problem is in P, while the TSP is an NP-hard
problem but easier to handle in real-world application. Moreover, other possible
bottlenecks of the system such as the performance of the applied agent management
system are not relevant. Thus, it is even infeasible in industrial applications with
real-time computational requirements, to apply Dijkstra or A* algorithms in
agent-based dispatching systems, but necessary to switch to recently developed
high performance algorithms for shortest-path computations.

Conclusion

In this chapter, we presented an agent-based approach for dynamic planning and
scheduling in transport logistics. The focus is on shortest-path queries, which
provide the basis for the agent’s decision-making processes. We presented three
well-established implementations of shortest-path searches and compared their
impact to the run-time performance of the dispatching system. On one hand, the
results show that the developed system optimizes the planning and control pro-
cesses by our industrial partners. The agent-based dispatching system provides high
quality tours, and the system significantly decreases daily costs by reducing the
required number of external transport providers. On the other hand, the results
prove that standard search algorithms preclude the system’s industrial application.
In conclusion, an efficient high speed shortest-path algorithm, such as hub-labeling
on CH, is a key component and essential for the industrial application of
agent-based dispatching systems. Future research will focus on even larger graphs,
further speed-up techniques, dynamically changing infrastructures, and the inte-
gration of the agent-based dispatching system in Industry 4.0 applications.
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A Mathematical Dynamic Fuzzy Logic

to Estimate the Average Throughput Time
for a New Automated Full-Case Picking
System

Mohammed Ruzayqat, Valentine Obi and Bernd Noche

Abstract This chapter presents a new automated full-case Order Picking
(OP) system. A dynamic fuzzy logic will be used to determine the average expected
throughput time of the system and to find the mathematical equations, which
describe the system. This system has been developed as a new technique that
minimizes OP time and other non-value adding tasks and maximizes performance.
This new system will improve productivity, accuracy, and speed of order delivery
in comparison with conventional automated full-case picking systems.

Keywords Full-case - Order picking - Automated - Indexing conveyor - Dynamic
fuzzy logic

Introduction

The Order Picking (OP) is one of most important logistic warehouse’s processes.
One of the reasons for the high level of importance placed on OP operations is their
direct connection to customer’s satisfaction, and that is what makes OP one of the
most controlled logistic processes. The picking process cost can be over 65 % of the
warehouse’s operating costs. In fact, the retrieval cost exceeds the storage cost of
any given item (Coyle et al. 1996). The efficiency of the OP system depends on
many factors including the product demand, the warehouse layout, the location of
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the items, the picking method in combination with the routing methods, the
experience of the employees, and the extent of automation (Gattorna 2003).
Minimizing the order retrieval time is therefore a need for any OP system. The
travel time to retrieve an order is a direct expense, but it does not add value. It
should be noted that in many OP situations, minimizing travel time is chosen as an
objective for improvement. It is usually realistic to assume that the travel is an
increasing function of the travel distance in case of manual pick OP systems (Hall
1993; Petersen II 1999).

Automated Cell Storage and Retrieval System (ACS/RS) is a new full-case OP
system, which is developed for the handling of products in plastic crates, totes,
boxes, or bins. This system is ideal for applications with large daily case picking
volumes, and the typical application areas can be found in the distribution area of
the factories (retailers, dairies, bakeries, meat processing plants etc.), and in
e-commerce at distribution centers and cross-docking facilities. ACS/RS presents a
new design idea of improving the warehousing performance measures in terms of
utilizing the scarce storage space for specific purposes, and designing an OP
operation in order to increase productivity, reduce cycle time, and increase accuracy
under the concept of automated storage and retrieval system design problem,
focusing more on the operations throughput and utilization of the storage area. The
proposed design storage system will be described in detail supported by new
functions and operations principles. A model case will be modeled and constructed
to assist in measuring the effectiveness of the proposed total system performance
measures. Future research can compare it with existing practices.

“Fuzzy logic starts with and builds on a set of user supplied human language
rules. The fuzzy systems convert these rules to their mathematical equivalents. This
simplifies the job of the system designer and the computer, and results in much
more accurate representations of the way systems behave in the real world.
Additional benefits of fuzzy logic include its simplicity and its flexibility. Fuzzy
logic can handle problems with imprecise and incomplete data, and it can model
nonlinear functions of arbitrary complexity” (Srivastava et al. 2013).

Problem Statement

The idea of this system is based on the vertical indexing conveyor principle to build
the storage racks in this model (cells). Many cells are fixed on one conveyor, and
many conveyors are built together to form the whole ACS/RS as in Fig. 1.

The ASRCS deals mainly with large volumes of product handled in plastic crates
or trays. It has the ability to handle a variety of standard crates. As a full-case crate
picking system, ACS/RS is typically applied to commodities such as food, bever-
age, dairy, flowers, sausage, and bread picking process. In this system crates are
stored in cells, which have the same design of the vertical elevator systems. In other
words, vertical elevator will be used as a vertical flow rack. Storage and retrieval
processes are executed from the bottom side of the elevators, and the horizontal
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Model

Fig. 1 Three-dimensional (3D) phases to form the 3D layout of the model

movements are undertaken by conveyors installed in the bottom side of the ele-
vators and this conveyor passes through all elevators in the row and the storage
strategy will be as Last In First Out (LIFO) strategy. Crates will be picked,
transported, and palletized automatically without manual labor.

A mathematical model is needed to describe and find the minimum average
throughput time of this system. The throughput of the system can be easily cal-
culated by determining the throughput of one cell per line, and multiplying the
obtained value by the number of lines in the model for estimating the throughput of
the whole system. In accordance with the speed of the cells and conveyors
movements, the required time will be calculated for the SKU input and output
processes (storage in cell and retrieval from the cell), and which will be the same for
every cell in system, because the cells and the conveyors have a fixed speed for all
locations in the system.

Model Parameters

In order to achieve the goals, the layout of the model case is formed by using ten
vertical indexing conveyors to form one storage line in the model case, and then ten
lines to form the whole model, where every two lines are combined together to form
one aisle with a free area (maintenance hallway) for maintenance work as in Fig. 2.

In this model, the storage units or the Stock Keeping Units (SKUs) are plastic
crates (each crate has a length of 0.6 m, a width of 0.4 m and a height of 0.28 m),
and many crates are stored in one cell. The dimensions of a storage position within
the cell are 0.65 m long, 0.45 m wide, and 0.33 m high, and the dimensions of the
cell boundary are 0.7 m long, 0.6 m wide, and the cell height depends on the cell
capacity. The maintenance hallway width is 0.7 m. The vertical speed up and down
of the cell is 0.33 m/s, and the horizontal speed of the main conveyor is 0.5 m/s,
while the distributing and collecting conveyor speed is 2.5 m/s.
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Fig. 2 3D layout of the automated cell storage and retrieval model

Methodology

A dynamic fuzzy logic is used to determine the minimum average throughput time
of the model. Assuming that, the capacities of the cells are the same, these cells are
full, and all SKUs should be retrieved. In our case to estimate the minimum,
average output time can be done by using this logic:

e Select the middle cell in the model.

e Count the movement steps along the SKU path from the first storage position in
the middle cell until the output point.

e Make a table of these steps for a number of SKUs.

e Find a mathematical equation to represent these cases for every number of
SKUs.

e Convert the movement steps to time-steps by dividing the distance of these steps
by their speeds at every time along the SKU path from the first storage position
in the middle cell until the output point.

e Aggregate the time-steps for every SKU, and divide them by the number of
SKUs to find the average output time for these SKUs.

From the layout of our model there is no middle cell directly, but there are two
cells for which the average time is the average output time of the model per line.
These two cells will be the cell number 6 on the conveyor number 6 (cell66) and the
cell number 5 on the conveyor number 5 (cell55) as in the Fig. 3.

To execute the procedures in the methodology section some assumptions are
assumed as follows:

e Box; is the box of number i in the cell, and we start to count from the first
storage position in the cell from the bottom side, (where i = 1, 2, 3, ...).
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Fig. 3 3D layout of the
model case

e AX is the time needed for one unit to finish a vertical travel in the cell.

e BX is the time needed for one unit to finish a horizontal travel on the main
conveyor.

e CX is the time needed for one unit to finish a horizontal travel on the collecting
conveyor equivalent to the storage line width (cell width).

e DX is the time needed for one unit to finish a horizontal travel on the collecting
conveyor equivalent to the maintenance lane width.

e EX is the time needed for one unit to wait within the cell because of the conflict
with the previous box.

By using the first three steps in the methodology for cell66 (see Figs. 4 and 5).
Then summations of these movement steps are collected in Table 1.
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Fig. 5 Time table of the output steps for the first 10 boxes from cell66

Table 1 Summations of Box no. AX BX X DX EX

movement steps for the first

10 boxes from cell66 1 > 6 3 0
2 2 5 6 3 1
3 3 5 6 3 2
4 4 5 6 3 3
5 5 5 6 3 4
6 6 5 6 3 5
7 7 5 6 3 6
8 8 5 6 3 7
9 9 5 6 3 8
10 10 5 6 3 9

Calculations

By using the last three steps in the methodology we can find that, the total
movement steps for Box; when i = 1, 2, ..., 10. As in Egs. (1), (2), and (3):

Box; =1 x AX+5 xBX+6 x CX+3 xDX+0 x EX (1)
Box; =2 x AX+5xBX+4+6 xCX+3 xDX+1xEX (2)
Boxjp =10 x AX+5 x BX+6 x CX+3 x DX+9 x EX (3)

Similarly, we can find the final equation for every box number i as in Eq. (4).
Box; =i x AX+5xBX+6 x CX+3 xDX+(i—1) x EX 4)

And to find the average movement steps Ave(MS) for every box number i the
Eq. (5) can be used.
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Box; ixAX+5xBX+6xCX+3xDX+(i—1)xEX

1 1

Ave(MS) = = (5)
Then to covert the movement steps to time-steps for every SKU, the equations
from (6)—(10) can be used as follows:

Her 033

AX = =——=
vV, 033

Is (6)

where H..y is the height of the storage position in the cell and V, is the vertical
speed of the chain system (cell speed).

Ly 07
—2l 14 7
Vi 05 s ()

BX =

where L. is the length of the cell and V}, is the conveyor speed.

Ween 0.6
CX = Cg“ =55 =024s (8)

where W, is the width of the cell and CC, is the collective conveyor speed.

W 0.7
L= —0.28s 9)

DX = =
cc, 25

where Wy is the width of the maintenance hallway.

Lowe+T 0.640.1
EX = = —14 10
Vi 05 s (10)

where L. is the length of the crate and T is the tolerance between two crates on
the conveyors.

The expected output time for Box; when i = 1, 2, 3, ... according to the model
assumptions as follows:

Box; =i x AX+5xBX+6xCX+3 xDX+(i—1) xEX
=ix1s+5x14s+6x024s+3x028s+(1—1)x14
= (2.4i4+7.88)s

Then the average output time for every retrieved box from one cell when the
number of retrieved SKUs equal i (Ave(OT))) can be found as follows:

Box; (2.4 x i)+7.88 7.88
Ave(OT,) — B _ 24X ) +788s _, ,  788s (11)
l l l
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And from this result we can find the time difference between the two outputted
SKUs from the same cell as follows:

ABox; = Box; —Box; — 1 =24 xi+788 —24x (i—1)+7.88 =2.4s

The total required time for a horizontal and vertical travel of
crate = 1.4 + 1 = 2.4 s. It means that when the number of output unit increases by 1,
the total output time decreases instantly by 2.4 s. And as the same the Ave(OT))
when i = 2, 3, and 10 can be calculated as follows:

Box, 2 x AX+5xBX+6xCX+3xDX+1xEX 12.68s

Ave(OT,) = > > =—F = 6.34s
Box; 3 xAX+5xBX+6xCX+3xDX+2xEX 1508

Ave(OT;) = 2"3: XART XBAT X3 PO X DRTIXER ; S 50265
B 10 X AX +5x BX+6x CX+3xDX+9x EX 31.08

Ave(OTyg) = (;’810: XARTS X BAF 1X0 TO X DRI XER IOS —3.11s

And by using Eq. (11) the minimum throughput time can be calculated as
follows:

Box; 2.4 x1i)+7.88 7.88
Ave(OT;) = X (24 xi)+788s _ ), 7885 (11)
i i i
. . . 7.88
Min. Throughputtime = lim 2.4 + — = 2.4s (12)
1—00 1

It means where the amount of output order is very big, the average output time
will be close to 2.4 s. Similarly to cell66, the movement steps from cell55 are
collected and analyzed as in Fig. 6, and Table 2.

The same concept is used in the calculations for the cell55.

Event 12 4|56 |7| 89| 10(0n (120304 1S (06| 1T [A8| 19 (20| 2@ (22| 23 (24| 25 |26| 27 |28| 29 (30| 31 |32| 33

Box Nr.

0|
1 |iC3|

c1jca|nt
BE| B6|C1
B3| B4|BS
B1|B2| B3
E1|A1[B1

B4| BS| B6
B2 B3| B4|BS
1AL B1| B2
L2|AZIE1|A
A E2|AZ[E1
A4|E3 A3 E2
ES|AS| 4| A4 E3[A3|E2

-

w

-

CIC

END
02 END
E2|AZ|EL C3 |C4| 02 |CE|END

Ac|Es[As|Ea[AaE3
LT AT|E6|AG| ES|AS| E4 A4 E3| A3 E2 3 o1 €3 |C4) D2 |CS|END
[E9 [ A9 Es[As[E7]A7| E6| A6 E5[A5[ B4 A4 E3 B6 |C1| €2 |01 3 [c4 e END’

Fig. 6 Time table of the output steps for the first 10 boxes from cell55
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Table 2 Summations of Box no. AX BX X DX EX
movemen for the fir
e ety e N R R FC
2 2 6 5 2 1
3 3 6 5 2 2
4 4 6 5 2 3
5 5 6 5 2 4
6 6 6 5 2 5
7 7 6 5 2 6
8 8 6 5 2 7
9 9 6 5 2 8
10 10 6 5 2 9
Ave(OT)) = B(;x,- _ (2.4 x i)i—i— 8.76s 24 8.7i6s (13)
. . . 8.76
Min. Throughput time = llilyo 24+ —= 24s (14)

Then the average of these two cells is taken to estimate the real average
throughput time and the minimum throughput time of the model per line as follows:

Box; 2.4 xi)+8.32 8.32
Ave(OT;) = (?X = (24 x l).+ S o4s+ - > (15)
i i
. . . 8.32
Min. Throughput time = lim 2.4+ —— =2.4s (16)
1—00 1
Conclusion

The new state-of-the-art of ACS/RS is completely automated and the labor cost is
quite small. Lifts are used for the dual purposes of storage and retrieval in the
system. The expected average output time of one unit is 10.72 s, while when the
amount of the order is very huge, the average output time will be 2.4 s. The system
minimizes the throughput time and is in conformation to the developmental trend of
OP, which entails high quantity and low variety. Feasibility study of the system can
be investigated in future research. The ability to access all items at one time, which
are needed to fulfill the order, and the high ability to increase the throughput of the
system without increasing the investment cost are the biggest advantages of this
system.
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Pilot Prototype of Autonomous Pallets
and Employing Little’s Law for Routing

Afshin Mehrsai, Hamid-Reza Karimi, Klaus-Dieter Thoben
and Bernd Scholz-Reiter

Abstract Application of autonomous control for shop-floor scheduling by con-
sidering real-time control of material flows is advantageous to those assembly lines
with dynamic and uncertain circumstances. Among several potential processors
with computing and communication capabilities—for representing autonomous
material carriers—wireless sensor nodes seem as promising objects to be applied in
practice. For realizing autonomy in making scheduling and routing-control deci-
sions some methodologies need to be embedded in the nodes. Among several
experimented methodologies, e.g., artificial intelligence, genetic algorithm, etc., in
the context of a doctoral research, in this current special case of assembly scenario,
the queuing theory and its simple equations seem quite suitable. For instance,
employment of Little’s law for calculating and analysis of simple queuing structures
is a favorable method for autonomous pallets in real shop-floors. Concerning the
simplicity and inexpensive computing loads of such a rule, it suits the best to the
low capacity wireless sensors in developing pilot prototypes of autonomous car-
riers. Little’s law can be used to estimate the current waiting times of alternative
stations and try to find a non-decreasing order of operations to improve the per-
formance record (e.g., makespan) of the entire assembly system. To develop a pilot
prototype, some wireless sensors—trepresenting pallets in practice—are connected
to a simulated assembly scenario via the TCP/IP protocol to evaluate the feasibility
of realizing autonomous pallets in the practice of shop-floor control. Nevertheless,
wireless nodes are distributed objects, so the use of data sharing for transferring low
data between each other and respectively low energy consumption is necessary.
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Introduction

The exploration of those objects with autonomous control in production and
logistics activities has been an interesting topic for scholars in the recent decade. It
is also known that planning, scheduling, and control span have three major levels in
organization and material flow planning as: strategic, tactical, and operational in
logistics and production environment (Bilgen and Giinther 2010). Regarding the
complexity of material flow scheduling and control in the operational level,
autonomous control can be potentially examined for employment in this microlevel
of decision making with local perceptions and problem-solving approaches. Among
several manufacturing problems, shop-floor (assembly lines) scheduling is a well
known one for academics and practitioners. Indeed, the flow control of materials
through stations based on a given (conventional) schedule is not always a com-
petent solution; this is particularly true, when the operation circumstance is tur-
bulent and dynamic and affected by uncertain factors. On this basis, the
employment of autonomous carriers for moving (semi-)finished materials from a
station to another one within a (close to) real-time control manner is a proficient
research for practitioners. Introducing the concept of autonomous pallets in simu-
lation experiments by Mehrsai et al. (2013) shed the light to further developments
in bringing this concept closer to practice. In other words, there is not a wide range
of potential objects in a production logistics environment with lasting capability for
a long time in the system than can be suitable for undertaking the passion of
autonomous control in practice. By looking into the details of likely candidates with
this capability, products themselves and material carriers (e.g., container, pallet, jig,
fixture, etc.) can undertake the merit of self-organization. While self-organized
products may be more beneficial to products’ users, material carriers engaged in
production logistic activities are more applicable for manufacturers. Therefore, the
idea of making a pilot prototype for autonomous pallets, which can run throughout
a production line and autonomously control the flow of materials is desired and
followed in this paper.

For this purpose, a comprehensive research was necessary to investigate alter-
native technologies and methodologies for supporting the occurrence of this
favorite desire. In terms of technology, the state-of-the-art in ICT gradually facil-
itated the realization of autonomous agents in research labs with some experimental
implementations. Radio frequency identification (RFID) and wireless sensor nodes
(WSNs) are two exemplary technologies using mobile techniques for data storage
as well as processing, respectively. These are competent candidates for pilot pro-
totypes; however, RFID is not suitable for those missions with necessary distributed
computing. Thus, WSNs are considered for representing autonomous pallets in this
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chapter. Accordingly, among several methodologies for inspiring the intelligence
and computing capabilities to autonomous objects in shop-floors, e.g., artificial
intelligence, Little’s law in queuing theory seems very appropriate. Because this
theorem needs low computing capacity and its algorithm is very simple, which
make it suitable for WSNs. Indeed, the main contribution of this paper refers to the
application of Little’s law in WSNs for locally modeling and analyzing queuing
systems by distributed pallets in an assembly system. The introduction to WSNs
and the explanation of equations are just briefly mentioned.

The rest of the paper covers a short explanation about WSNs. Following that a
description of the pilot prototype for autonomous pallets with the connection to a
simulated assembly scenario is given. The queuing theory with the focus on Little’s
law is purposefully explained in the next section. The developed algorithms for
real-time connection to the simulation scenario and the implementation of Little’s
law in WSNs are described later. Afterwards, the developed assembly scenario is
elaborated in detail. Thereafter, the results out of the real prototype are illustrated
and compared with other alternative methods, reported in previous academic
papers. Finally, the summary and future of the work are described.

WSNs for Mobile Autonomous Objects

One of the most abundantly used technologies to carry the mission of data storage
(for external processing) is RFID, which is currently very much applied in industrial
applications, e.g., for tracking materials and identification purposes. The advantages
like cheap price, relatively reasonable storage capacity, tags with flexibility forms,
and adjustable applications make the RFID technology quite suitable for intelligent
products toward the autonomy concept. This issue is recently addressed in auton-
omous product studies by CRC 637 research cluster at the University of Bremen, see
www.sfb637.uni-bremen.de. However, RFID tags as pure data collection memories
are clustered in the category of passive computing objects with no self-computing
capability. This fact makes the variety of RFID as impractical means to be used by
autonomous controlled objects for self-organization. On the contrary, WSNs are
another means of ICT, investigated by CRC 637 research cluster for autonomous
controlled objects, see Fig. 1. If the logistics objects can be generally classified into
single items (e.g., products), packages and material carriers (e.g., pallets), and
transportation means (e.g., container, forklift trucks), RFID and barcodes can be
used for the single items, WSNs for packages and carriers, and GPS/cellular net-
works for transportation means (Son 2011).

In the recent years, employments of WSNs are increasing in many aspects of
modern lifestyles. Those applications have motivated the researchers around the
world to attempt to this field for investigating the quality of service (QoS) and
performance of networks for more efficiency improvement. Usually, WSNs are
supposed to be used in harsh environments; consequently, the performance metric
evaluation of real situations is difficult. These WSNs have some capabilities, which
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Convertingthe
Scenario into
Simulation Model

Exemplary Prototype of Lpallets

Fig. 1 Integration of WSNs representing autonomous pallets in the rare light assembly scenario of
CRC 637, using simulation, WSNs, and TCP/IP protocol

made them suitable to be employed by the project of intelligent containers in the
same research cluster mentioned above. Among some competencies of WSNs, their
capabilities in collecting and processing data, interacting with their environments
via sensors, communicating with each other, and monitoring other objects, to be
directly used in logistics operations, all have underlined this state-of-the-art ICT.
For more information about the WSN (Telos) see Polastre et al. (2005), Ruiz-Garcia
et al. (2009).

An important issue on the application of WSNs in real-time autonomous pallets
is to determine the approximate physical location of objects at any given time and
local calculation. The knowledge of the location of the nodes presents the oppor-
tunity of providing location-dependent services. Also the information embedded in
the packet sent from each node in WSNs contains the location of the corresponding
node and the computing task. Therefore, the number of nodes and their con-
sumption power has effects on computing power and memory size, which should be
considered in real applications (Farahani 2008). Accordingly, data sharing between
the nodes is another important issue in saving energy and computing expenses,
since every node observes its location and may share its perception with other nodes
to reduce complexity. Thus, data sharing supports the desire of computing sim-
plicity as a decisive factor in energy saving. WSNs, representing autonomous
pallets in an assembly system, must monitor local key performance indicators
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(KPIs) and transmit them to the other active and (/or in sleep mode) nodes to keep
continuity of data sharing, while keeping autonomy of nodes. All this needs to be
more elaborated in further works.

Prototype of Autonomous Pallets with WSNs

For developing a prototype of autonomous pallets it was decided to employ
wireless nodes with limited computation as well as communication capabilities
(with WLAN technology). This importance took place by means of connecting real
WSNs directly to an already developed simulated assembly scenario in a
discrete-event manner. In doing so, the simulated model in Plant-Simulation
package is integrated to some WSNs, each of which represents an autonomous
pallet in the assembly scenario. This integration is done, thanks to the TCP/IP (a
communication protocol) socket with the purpose of real-time synchronizing and
experimenting on the performance of real WSNs in rendering control decisions in
assembly line environments, see Fig. 1. In addition, Fig. 2 displays the monitoring
package of the connected WSNs to each other and to the simulation for data sharing
as well as connecting to the TCP/IP socket. There is one node among all which does
the mission of data transfer from and to TCP/IP socket and all others share own data
with that node. This monitoring package developed by Son, to centrally observe the
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Fig. 2 A Java-based control system for monitoring the performance of connecting WSN by means
of TCP/IP (Son 2011)
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performance of distributed WSNs in terms of power supply, strength of data
transfer, proper communication, and so forth, within an open environment, see Son
et al. (2010), Son (2011). The details of the applied communication protocols
between WSNs are not covered in this paper. But, the developed algorithm for
connecting WSNs to the simulation-scenario and the methodology for autonomous
pallets, using Little’s law, should be explained in detail. Next section, concisely
deals with the queuing theory pertinent to Little’s law for modeling and analyzing
the assembly system as a queuing system and later it defines the algorithms.

Little’s Law in Queuing Theory

Queuing theory is a branch of probability theory that emerged almost one century
ago, also known as traffic theory, congestion theory, theory of mass service, and
theory of stochastic service systems (Cooper 1981). It is an analysis mathematical
tool for studying the relationships between congestion and delay by defining
derivation of characteristic quantities such as throughput time (TPT) and waiting
time, in those of systems with some jobs to be processed, served, and buffered, e.g.,
communication systems, banking systems, and production systems. A queuing
system can be recognized by three important characteristics as: the input process,
the service mechanism, and the queue discipline. Basically, queuing systems are
based on stochastic processes like the Markov process (Ouazene et al. 2013).

Applied notations

Notation Description

pi Load at station i

Ai Total arrival rate at station i

& Service rate of a single server at station i

Ui Total service rate of all servers in station i
i Mean queue length of station i

W; Mean waiting time for station i

V; Mean system time

MPS Master production schedule

WS Work station

WN Wireless node

The Markov chain is a special case of the Markov process with discrete state
space and time. A well-known example for the Markov process is the special
process of birth and death (BD) (Gross et al. 2008). Within BD process, transitions
occur only to direct neighbors. {A,} counts all the arrivals and {D,} counts all the
departures up to the time instance ¢. Thus, {N,} = {A,} — {D,} is a homogeneous
stationary BD process with transition probabilities of pij(h). For more illustration,
the state transition diagram of one dimensional BD process is depicted in Fig. 3.
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Fig. 3 Finite state process as special case of a BD process

However, the state transition diagram can be depicted when the system is in the
discrete-time domain. For instance, M/M/i describes a station with i servers with
Markovian arrival A = 4;;Vi € I as well as service process. Then in this case from
the i + 1 state, the queue is built up and then this equation holds true
Wi = i1 = Mo = .... Here, the notations like A is the arrival rate that follows
the Poisson distribution, i = ne stands for the general service rate of a station, ¢ is
the service rate of one server in the station, and § = % denotes the mean service time
for one server n = 1.

Generally, there are some KPIs for evaluating the performance of queuing
systems, e.g., arrival rate, waiting time, and service rate (Ravindran 2008;
Dombacher 2009). Among several evaluation disciplines, Little’s Law (1) is a
general key for modeling and analyzing queuing systems, since this is a general law
and it is not specified for any particular arrival or service distributions, queuing
discipline, or number of servers. With respect to the space limit just necessary
equations are described. In addition, when the system is in a steady state situation
the following equations can be used (i.e., in case of a single server in each station).

L, =W, (1)

ta= lpzp N u(/f2 2) @
V=t (3)
"= ) @

i = piti (5)

Methodology and Synchronization

The procedure of connecting WSNs to the simulation scenario can be shortly
described by the algorithm shown in Fig. 4a. Concerning the limited memory and
computing capacity, at this level of prototype-development just a simple algorithm
inspired by Little’s law is employed. Each node, representing an autonomous pallet,
collects information about waiting time at every station and builds a list of waiting
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Fig. 4 a Processes of connecting WN as autonomous pallets to the assembly scenario. b Chart of
Little’s law controller inside WNs for choosing the next operation in real-time sequencing

times in each visiting event from every station. This leads to a matrix of waiting
times collected in different events. In this regard, each autonomous pallet derives
the length of queues for every station according to the moving average value of the
experienced waiting times (in several round trips) for each station and the current
service rate of each station by using (5) and (6).

L = /W (6)

where p; is the current record of utilization for station i, and ¢; is the service rate of
station 7, which is considered constant over the simulation horizon. Eventually,
according to the real-time values about the utilization of each station every WN
approximates the queue length for the respective station. Upon that a priority list
(sequencing) for operations can be configured. However, this sequence list is
dynamic and after completion of each operation it is recalculated according to the
current situation of the system (utilizations and waiting times). Figure 4b defines the
procedure of calculating and controlling the operations’ sequences inside WNs.
This algorithm must be run in front of each single station to update the sequence of
the remaining operations and choose the best station for that moment.
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Assembly Scenario

Generally, five (5) working stations are assumed for the assembly line that build,
together with one (un)load station, a closed-loop network of stations, see Fig. 5.
Three (3) final product types are imagined to be assembled and delivered from this
system. The number of operations O;,, of a job (a semi-finished product) j is equal
to the machines’ number m, so that each operation is assigned to a specific machine
and they visit each machine only once. Thus, there are five (5) operations to be done
for each job. Although, the incoming jobs have freedom in selecting the operations’
number (sequence) from 1 to 4, and there is a fixed constraint in the last operation.
It means the last operation must be machine number 5 or 1, because of the
design-restrictions in the assembly system. Moreover, if the last operation is
number 1, then the previous operation of that must be done on the machine 5. For
the assembly network and the possible permutations for jobs’ sequences see Fig. 5.
Indeed, with regard to the probability fact of P(AUB) = P(A) + P(B) — P(ANB),
the mentioned constraint in the operations’ sequences results in
(4! x 114 3! x 21 = 31) = 30 possibilities for allocating jobs’ operations to the
m machines. However, if this restriction did not exist the number of permutations
S+K—1

S—1
station and K denotes product types, would result in 7!/(4! x (7 — 4)!) = 35 per-
mutations. Furthermore, the distributed structure of this problem in terms of
machines and pallets, besides the stochastic nature of all processes make this
allocation problem a case of a complex real-time scheduling over the simulation
time horizon.

Each single supply of semi-finished products arrives spontaneously with a
stochastic manner to the un-/load station. In practice, the semi-finished products
(replenished externally) are moved through the stations by means of pallets and
they have to be promptly released to the system with real-time dispatching deci-
sions. Generally, this assembly scenario follows the Conwip material flow control

with respect to the combination < ), where S defines the number of

o= A ®
(6)e 5)e Possible Permutations

Fixed Order 12,34
Or

<

~ ~ —
! 2 —>\3 g%
R O 4111 + 31*21-3!1= 30
>
Material Flow Possible Material Flow  Work Station (Un)Load Station

Fig. 5 Simulated assembly scenario on the left and the permutations for each job’s order
(sequence) on the right
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by means of pallets, i.e., a pallet carries one job (semi-finished product) throughout
the network and unloads at the unload station and takes another available job from
that station in the next round, see Mehrsai and Scholz-Reiter (2011). Here, different
alternative scenarios based on material replenishment and processing times are
examined. Variable (stochastic) and constant intervals in the replenishments—
between supplies of semi-finished products to the entrance (un/load station)—as
well as the unbalanced processing times are the considered alternatives (scenarios).
The scenarios are defined with the intention of evaluating the performances of
autonomous pallets under different circumstances. Furthermore, the working time,
the waiting time, and the blocked time of each station as well as the average flow
time (AFT) of finished products and the makespan (completion time of last product)
of all orders (150 each type) are the criteria to be compared. Here, the blocked time
is the time that a product is asking for operation on a machine, while the machine is
busy. In contrary, the waiting time is the time that a machine is waiting for a
product to be processed. Table 1 shows the conditions of the three alternative
scenarios.

Results of Synchronizing the Prototype and Simulation

Table 2 depicts some numerical data derived from Little’s law for the aforemen-
tioned hybrid flow-open shop scheduling problem. Besides, these are compared
against similar performances out of a conventional dispatching rule: first-in-first-out
(FIFO) as well as an intelligent control system—for each autonomous pallet—out
of radial basis function neural network (RBFN), see Mehrsai et al. (2013). The
superiority of Little’s law in simply estimating the direct waiting times, and cor-
respondingly the order of operations can be recognized. The performance records
for each station encompass the utilization percentage (working, waiting, and
blocking), AFT of every pallet in one round of the assembly network, and the
makespan of all jobs.

The results out of Little’s law are quite comparable with RBFN and even show a
slightly better performance. This can be explained by the simple procedure of this
strategy and the direct calculation of waiting times instead of learning and inferring
them in case of RBFN. It can be judged that, because of the simplicity of the
scenario in this specific case, the straightforward strategy requires no complex and
long-term learning procedure; it presents in turn better outputs. Note that applica-
tion of Little’s law with its simple structure is applicable to particular problems with
exclusive simple structures, whereas learning pallets with RBFN can be universally
used in complex systems with intelligence for rendering decisions.
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Table 2 Examined scenarios with the three alternatives, using Little’s law, compared against
using FIFO and RBFN, see Mehrsai et al. (2013)

Station K 2 3 4 5
Scenario 1 with Little’s law
Working (%) 52.36 59.23 58.08 56.15 55.33

Waiting (%) 25.17 19.48 20.10 21.25 22.46
Blocked (%) 22.47 21.30 21.82 22.60 22.21
AFT 291 h Makespan 5 day + 7 h + 33 min

Scenario 1 with RBFN
Working (%) 60.97 54.82 58.41 55.73 53.45

Waiting (%) 19.36 25.717 21.67 2391 26.7
Blocked (%) 19.67 19.42 19.92 20.36 19.86
AFT 3.06 h Makespan 5 day + 12 h + 37 min

Scenario 1 with FIFO
Working (%) 53.66 52.83 54.95 54.49 59.85

Waiting (%) 24.84 25.67 23.55 24.01 18.64

Blocked (%) 21.5 21.5 21.5 21.5 21.5

AFT 3.04 h Makespan 5 day + 15 h + 39 min
Scenario 2 with Little’s law

Working (%) 54.84 61.09 54.61 57.86 57.58

Waiting (%) 24.22 17.71 25.55 21.00 20.96

Blocked (%) 20.94 21.20 19.83 21.13 21.46

AFT 2.94 h Makespan 5 day + 8 h + 08 min
Scenario 2 with RBFN

Working (%) 57.28 57.66 61.7 57.5 57.72

Waiting (%) 21.13 22.63 15.61 21.17 20.24

Blocked (%) 21.59 19.71 22.69 21.33 22.04

AFT 3.18 h Makespan 5 day + 8 h + 33 min

Scenario 2 with FIFO
Working (%) 55.54 54.29 57.54 54.14 50.5

Waiting (%) 16.99 18.24 14.99 18.39 22.03

Blocked (%) 27.47 27.47 27.47 2747 27.47

AFT 349 h Makespan 5 day + 16 h + 31 min
Scenario 3 with Little’s law

Working (%) 50.45 49.16 53.25 64.95 49.52

Waiting (%) 25.29 28.15 23.63 11.15 26.71

Blocked (%) 24.27 22.69 23.12 2391 23.76

AFT 2.87 h Makespan 4 day + 20 h + 25 min
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Summary and Future Work

This paper aimed at explaining the initial attempts for a pilot prototype representing
the idea of autonomous pallets, utilized for real-time material flow control in
shop-floors. This importance took place by employing WSNs and Little’s law out of
queuing theory for making sequencing decisions by every single autonomous pallet.
It is demonstrated that queuing theory has the capability of modeling assembly lines
even in network forms, e.g., Little’s law can easily be employed by pallets for
estimating queuing characteristics in assembly networks. This leads to autonomous
pallets for the task of stations’ monitoring as well as arranging the operations in a
decentralized and real-time control manner. Therefore, to reflect the prototype
feasibility of autonomous pallets, queuing theory can be competently used for
approximating the general expected records of each queue. Every pallet is able to
watch the service rate of each station and then based on the observed load of the
station, the arrival rate for that can be estimated. Later, by having the arrival rate
and the average experienced waiting time for the station—saved in the memory of
WN—the estimated waiting time in that station can easily be calculated by Little’s
law. Furthermore, the sensitivity analysis is another capability of queuing theory in
modeling complex interactive systems including servers, buffers, and customers,
see Gross et al. (2008). Generally, sensitivity analysis can be explained as the study
of potential changes happening to any system with uncertain variables and their
effects on the conclusion and output of the system. Or, in general, it can analyze the
uncertainty influences on the queuing systems’ behaviors. Moreover, unlike RFID,
because of the data processing capability WSNs were chosen to be employed in
developing autonomous pallets.
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Abstract In this paper, we propose a framework for modeling of logistic systems
with an emphasis on model transformation. Due to the complexity of logistic
systems, their models are bound to consist of many heterogeneous components on
various descriptive levels from the requirement definition to the platform-specific
implementation. To cover these phenomena in a comprehensive way, our approach
provides two main concepts: First, we introduce logistic models that may be the
combination of a variety of component models, which in turn may be of different
types, i.e., they may be specified by means of different modeling methods. Second,
we offer model transformations that allow to translate logistic models of one type
into logistic models of another type whenever needed (for example, to bridge the
gap between visual platform-independent models and textual platform-specific
models or to facilitate the interaction of component models of different types).
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Introduction

Today’s logistic systems are often characterized by a widespread network of var-
ious processes and further components, like data bases and programming platforms,
a dynamic structuring where subcomponents may be added, removed, or adapted to
new requirements, many involved players with different interests, and fast changing
customer requests, markets, and technologies. These phenomena result in quite
heterogeneous logistic systems consisting of processes and further components that
run on different platforms and are developed by means of various planning and
modeling methods. For detailed information see Barnhart and Laporte (2006),
Laguna and Marklund (2004), Recker (2006).

The increasing complexity, heterogeneity, and dynamism of current and future
logistics systems mean that modeling and the transformation of models is highly
relevant to the field of logistics. For example, the rapid cycles of contractual
relationships in today’s supply networks mean that logistics stakeholders frequently
need to change their processes. This increasingly entails the integration of processes
previously outside the scope of logistics providers, such as manufacturing pro-
cesses. Furthermore, the integration of these processes into close, multi-stakeholder
collaborations throughout supply networks means that multiple process models,
often of different types, need to be integrated, simulated, and verified prior to and
during contracts.

The IT systems employed by logistics providers also need to be able to handle
this increasing complexity, heterogeneity, and dynamism. Currently, logistics
providers often meet these demands with quick, in-house development of propri-
etary systems with little or no support for standard interfaces or data exchange
formats. Current advances in cloud computing allow logistics stakeholders to
completely outsource IT resources and use individual software modules as “cloud
services” on demand on a pay-per-use basis. The resulting IT landscape is highly
complex and distributed and spans multiple stakeholders across supply and retail
chains. While standard interfaces and data exchange formats exist in the sector,
their uptake by industry is not widespread. Correct, verifiable, and robust trans-
formations between different data formats and interfaces, which themselves can be
seen as models, are thus critical for the operation of today’s logistics systems.

The demand for individualized products and services leads to an atomization of
manufacturing and logistic operations. The result is the increasing need for logistics
stakeholders to deal with high volumes of “batch size one” orders. Demands with
regard to the quality, speed, and traceability of logistic operations are also rising.
Recent technical and organizational developments in logistics have been made to meet
these demands. The integration of auto-ID technologies such as RFID into logistic
processes strives to manage individual items throughout supply and retail chains.
With the Internet of Things, traceability can be extended to include information about
the environment and condition of goods using sensors and embedded systems.
Research into the autonomous control of individual logistics entities has been
explored, for example, in the Collaborative Research Centre 637. “Autonomous
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Cooperating Logistic Processes—A Paradigm Shift and its Limitations” (Hiilsmann
and Windt 2007; Hiilsmann et al. 2011). Here, logistic objects with the capability to
take decisions on their own are assumed to interact with each other in
non-deterministic systems. The aim is to achieve increased robustness and positive
emergence of the overall system due to the distributed and flexible handling of
dynamics and complexity. Conventional methods of modeling are limited in their
applicability to these types of highly complex and dynamic logistic systems. While a
modeling methodology for autonomous control in logistics has been developed
(Scholz-Reiter et al. 201 1b), numerous challenges remain unaddressed (Scholz-Reiter
et al. 2011a).

Cyber-physical systems (CPS) are the current culmination of these develop-
ments. A corresponding definition and detailed information are given in NSF
National Science Foundation (2008) or Broy (2010). Their application is expected
to revolutionize manufacturing and logistic processes—hence the title “Industrie
4.0” of the relevant high-tech strategy announced by the German government,
which anticipates a fourth Industrial Revolution. CPS are themselves highly com-
plex and dynamic “systems of systems” consisting of numerous computational and
mechatronic devices. CPS components and their interactions are, however, cur-
rently represented by many different models spanning multiple domains so that
suitable transformation approaches are required to achieve adequate views upon the
systems and their components in design, engineering, and operation.

These trends lead to an increasing number of autonomous and heterogeneous
systems in the application field of logistics. This evolution will increase the chal-
lenges in the interoperability of logistic processes regarding both the modeling and
implementation of the underlying IT landscape. To enable the interoperability of
logistic processes in the future, this paper presents an approach to how information
can be exchanged between different modeling methods in design phase and
between different IT systems in operation time. For this purpose, the notion of
heterogeneous logistic model is given in section “Heterogeneous Logistic Models”.
Subsequently, a general and formal specification of transformation processes
between different types of logistic models is given and illustrated with an example
in section “Model Transformation Units”. The example translates a specific type of
business process model into Petri nets, in particular. Finally, the impact of such
kind of representation forms and given transformation possibilities is described in
the conclusion. The proposed modeling framework adapts earlier work in Kreowski
et al. (2010, 2012), Kreowski and Kuske (2013) to the needs of logistics.

Heterogeneous Logistic Models

Models of logistic systems—in particular, large, distributed systems that support
the cooperation of many parties—consist of many components that may be
designed heterogeneously by means of different modeling methods. The compo-
nents themselves may be structured in the same way. Without loss of generality,
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the components may be ordered such that n components can be numbered from 1 to
n and a model becomes a tuple of components. If a component is not structured
itself, it can be specified as an entity or process of a modeling method or modeling
language like BPMN, UML or Petri nets, or it is an elementary data object like a
number, a symbol, a finite set, a string, a file or a document. Summarizing, we
propose the following notion of (heterogeneous) logistic models.

Definition 1 Let £ be a collection of modeling methods and modeling languages
and let D be a set of data domains. Then a logistic model mod of type T is

1. mod € L for some L € L with type(mod) = L,

2. mod € D for some D € D with type(mod) = D,

3. atuple (mod,, ..., mod;) for some k € N and a model mod; of type T; for i = I,
..., k with type(mod) = Ty x -+ x Ty.

The set of all models of type T is denoted by M(T).

To avoid distinction between these cases, in the following we consider all
models as tuples. This is possible because there is no need to distinguish between a
model mod and the 1-tuple (mod).

The underlying modeling framework is generic in that the modeling languages
and the domains can be chosen according to the intended application and the taste
of the designers. The following example may illustrate the principle.

Example 1 L may contain the modeling language Business Process Model and
Notation BPMN, the Unified Modeling Language UML, the modeling methods of
Petri nets, and of event-driven process chains. D may contain the integers, a set ID
of identifiers, and the truth values BOOL = {true, false}. Then a sample model is
the simple production process producer depicted in Fig. 1. It is of type BPMN ;g
which is BPMN without pools and swim lanes (OMG 2013).

It can produce two products A and B, each of which can be sent whenever there
is a respective order. The process producer is part of a supply chain with a trading

get order A

get order B

Fig. 1 The producer process in BPMN
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process trader that puts orders of A and B to the producer and receives the sent
products from there. In turn, it gets orders from a consumer process consumer that
also receives the products sent by the trader. The start event triggers the activities
get order A and get order B only if there are such orders in the environment, i.e.,
put by the consumer. Finally, consumer can put orders to trader and receive the
products from there. The processes trader and consumer may also be modeled in
BPMN;op,; as given in Figs. 2 and 3 respectively.

If we consider the two sets of activities InOut = {get order A, get order B,send A,
send B} and Outln = {put order A,put order B,receive A,receive B}, then the
communication between producer and trader on one hand and between trader and
consumer on the other hand can be expressed by the pairs (put order A,get order A),
(put order B,get order B), (send A,receive A), (send B,receive B). The set connect of
these four pairs is a model of the set type with elements of the type InOut x Outln.
The combination

supplyy = (producer, connect, trader, connect, consumer)

models the whole supply chain as a quintuple of type BPMN_.pppee: =
BPMN g, ¥ C X BPMNjjqp, * C X BPMN;qp,, where C is the type of connect.

To complete the section of logistic models, one further aspect is important. As
long as one considers free tupling, the components are unrelated with each other so
that the tuple and its separate components provide the same information. But in
many practical cases the components are related—and should be related—in some
way. For example, the supply,-tuple only makes sense if the first set of connectors
connects activities of producer and trader while the second set connects activities
of trader and consumer. Therefore, we allow adding conditions to the declaration of
model types restricting the class of models. To formulate the conditions, called

order A?—b[get order A]—»[put order AJ—»M—»

order B?—b[get order B]—»[put order B]—»E receive B ]—»

Fig. 2 The trader process in BPMN

put order A

put order B receive B

Fig. 3 The consumer process in BPMNj;qp,;
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constraints in the following, one may assume a proper logic like the propositional
calculus or first order logic. More practically speaking, constraints may be written
like Boolean expressions in programming languages.

Definition 2 Let T =T, x - x T} be a type with types T; fori = 1, ..., k. Let x be
some syntactic entity that describes a property that may hold for models of type T or
not. Then x is called a constraint and T with x a constraint type. The set of all
models of type T for which x holds is denoted by M(T with x).

It should be noted that constraints can be combined by Boolean operators like
and and or with the obvious meaning that and yields the intersection and or the
union respectively. If we assume the constraint frue that always holds, then the type
T and the constraint type T with true specify the same set of models. Hence, there is
no need to distinguish between types and constraint types. In the following, the
term type includes constraint types.

Model Transformation Units

As discussed in the Introduction, there are various good reasons, if not necessities,
to transform logistic models. First of all, visual models must be transformed into
programs to be integrated into a running logistic system. Moreover, one may want
to check required properties using some model checker. But the input models of the
respective tool may be of a different type than the models at hand. Model trans-
formation can solve the problem. In this section, we introduce the notion of model
transformation units that allow transforming logistic models as introduced in the
previous section. As a logistic model is a tuple of component models, the com-
ponents can be transformed componentwise and simultaneously by means of
actions. An action specifies for each component how it is processed using opera-
tions that are available for the models of the respective types. If the component
models are numbers, strings, or sets, then one can use arithmetic, word-processing,
or set-theoretic operations respectively. If the component models are modeled
according to a logistic modeling language or method, then suitable operations must
be chosen for the construction, reconstruction, and deconstruction of the models. If,
finally, the component models are tuples again, then the component operation can
be recursively chosen as an action.

As actions keep the type of models, their application can be iterated. In this way,
a set of actions defines a complex model transformation. But, usually, transfor-
mation processes are not just arbitrary sequences of action applications starting and
ending on arbitrary models. Therefore, we assume in addition that initial and ter-
minal models can be specified and that the order of action application can be
restricted by means of a control condition.

There is one further aspect to be considered. While actions preserve the type of
the processed model, model transformations are meant to transform input models
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into output models which have different types usually. For example, a visual model
of BPMN;,;,, may be transformed into a Petri net or a JAVA program so that not
only the models change, but also their types. To cover this aspect, input, output, and
working types can be chosen separately due to the intended model transformation.
Then the input models are adapted by an initialization to models of the working
type on which the actions run. Finally, the resulting working models are projected
to the output type by a terminalization. Given an input model, some components of
the working type can be components of the input models, while others may be
auxiliary or needed as output components. They are chosen as fixed constant initial
models. Given a resulting working model, some of its components are taken as the
output model. This leads to the following definition:

Definition 3 Let £ be a collection of modeling methods and modeling languages
and D be a set of data domains. Let, for each X € £ U D, OPyx be a set of unary
operations on the models of type X. Then a model transformation unit is a system
mtu = (ITD, OTD, WT, A, C) where

WT =T, x -+ x Ty is the working type,

A is a set of actions on WT,

C is a control condition,

ITD is the input type declaration consisting of an input type [T =1; x .... x [,
with x and an initialization initial,

e OTD is the output type declaration consisting of an output type
OT = Oy % .... X O, with y and a terminalization terminal.

subject to the following conditions:

1. each action has the form a = (opy, .. ..,opx) with z where op; € OPr, for i =
1, ...., kand z is a constraint,

2. initial associates each working type component 7; with some input type com-
ponent [; or with a fixed model of type T;,

3. terminal associates each output type component O; with some working type
component 7;.

To enhance the flexibility of actions, we assume that the set of operations OPr
for each type T contains the void operation “-”, which refers to the identity.
Consequently, an action keeps a component of a model invariant if the respective
component of the action is void.

The following example may illustrate the features of model transformation units.

Example 2 We would like to transform a BPMN,;e;,, model like producer into a
Petri net, the type of which is denoted by PN, to enable us—for example—to
employ a model checker for Petri nets (see Aalst and Stahl 2011; Hee et al. 2013 for
further relations between business process models and Petri nets). Therefore, the
input type is BPMN,;,;,, and the output type is PN. As working type, we take the
product BPMNj;ey,, % PN. The initialization assigns BPMN/;,, to itself and PN to the
empty Petri net &. Therefore, the initial working models are pairs of BPMN,;,
models and & like (producer, &). The terminalization assigns the only output type
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PN to the PN-component of the working type. Consequently, the Petri net of any
resulting working model is considered as output model. To specify the dynamic
part, we need operations and actions. The basic idea is to replace each flow object
fof the initial BPMN,;,;,, model by a place pf, a transition #f and a flow relation from
tf to pf as well as each sequence flow from a flow object f to a flow object /' by a
flow relation between pf and ¢f". In the case of the end event, the transition must be
doubled with a flow to the end place each and the two sequence flows into the end
event must be redirected to the now different end transitions. To achieve this, we
need an operation mark on BPMN,;,;,, models that mark flow objects and sequence
flows as done provided that they are not yet marked and operations add(f) and add
(f — f) on Petri nets where add(f) adds tf — pf to a given Petri net and add(f — f')
adds an edge from the place pf to the transition #f” provided that both exist. This
allows us to combine these operations to the actions act(f) = (mark(f), add(f)) and
act(f — f) = (mark(f — f), add(f — f")) for some identifiers f, f' € ID. It should be
noted that the actions can only be applied if the parameters are flow objects and
sequence flows of the input process and that none of them can be applied twice so
that the length of every sequence of action applications is bounded by the number
of flow objects and sequence flows. Moreover, no action can be applied if all
elements of the input process are marked by done. If we require as control condition
that act(f) and act(f’) be applied before act(f — f7) and that actions be applied as
long as possible, then each sequence flow becomes reflected in the flow relation of
the corresponding Petri net and all elements of the input process are carried over to
the Petri net part. For example, the input model producer is transformed into the
following Petri net, which is shown in Fig. 4.

A schematic representation of the sample model transformation unit may look as
follows.

BPMN,,,, -to-PN
input: BPMN,,,
working: BPMN. X PN

light
initial: BPMN,,, » BPMN,,, & PN »@
actions: act(f) = (mark(f), add(f))
act(f = ') = (mark(f = "), add(f = f') for f, f'eID
control: act(f) > act (f 2 ') & act (f') > act(f = ') & as long as possible out—
put: PN

terminal: PN » PN

As the sample model transformation unit transforms BPMN;,;,, processes into
Petri nets, a model transformation unit relates input models to output models in
general. A given input model induces an initial working model due to the input type
declaration. The working model is transformed by a sequence of action applications
which is regulated by the control condition. In particular, the control condition
specifies when the action application can terminate. Then the reached working
model induces an output model due to the output type declaration.
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t start
p start
Y 1
t get order A t produce A t produce B t get order B
p get order A p produce A p produce B p get order B
- b
p+A p+B
tsend A tsend B
p send A p send B
y
tend A tend B

p end

Fig. 4 The BPMN,;,, process producer transformed into a Petri net

Definition 4 Let mtu = (ITD, OTD, WT, A, C) be a model transformation unit. Then
mtu specifies the semantic relation SEM(mtu) C MIT) x M(OT) between input
and output models, where an input model in € M(IT) is transformed into an output
model out € M(OT), i.e. (in, out) € SEM(mtu), in the following three steps:
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1. LetIT=1; x -+ x I, withxand WT' =T} X --- X Ty. Then in = (in, ..., in,,) gives

rise to a working model mod(in) = (mod,, ..., mody) with mod; = in; if initial
associates T; with [;, and mod; = init; if initial associates T; with the fixed model
init;.

J

2. Let= 4, C M(WT) x L(WT) denote the application of actions in A to working
models, =,* C L(WT) x M(WT) the reflexive and transitive closure of =,
i.e., the arbitrary iterations of action applications, and =,*
c © M(WT) x M(WT) the iterated action applications that obey the control
condition C. Then mod(in) is transformed using = 4 *. A working model mod’
€ M(WT) is considered as a result if mod =, * mod'.

3. Let mod' = (mod'y, ...,mod") be aresult and OT = O, X -:* X O, with y. Then the
output out = (outy, ..., out,) is given by out; = mod'; if terminal associates O;
with T; provided that out satisfies the constraint y.

A further example may help to see the meaning and significance of the intro-
duced concepts.

Example 3 The supply chain supply, in Example 1 is a heterogeneous model with
five components of two different types. It may be preferable to have a homogeneous
model of some suitable type, say BPMN, because there may be a simulator available
for BPMN processes or an automatic transformation of BPMN processes into JAVA
programs. A model transformation unit can bridge the gap between supply, and
BPMN.

BPMN.,, . -to-BPMN

input: BPMN.

connect

working: BPMN._ X BPMN

connect

initial: BPMN,, . » BPMN,,  and BPMN » &

actions: (-add(p)) & (-,add(c))

control: (-.add(pl)); (-.add(p2)); (-,add(p3)); (-,add(cl)); (-,add(c2))
output: BPMN

terminal: BPMN » BPMN

where & denotes an empty pool, the operation add(p) for a BPMN;,;,, process
p adds p as a new swim lane to the given pool, the operation add(c) for a binary
relation ¢ C ID x ID adds the elements of ¢ as message flows provided that c relates
flow objects of two swim lanes of the given pool, and where (p;, ¢, pa, ¢2, p3)
identifies the input model. Moreover, the control condition requires that the five
actions are applied one after the other denoted by means of the sequencing operator
“”. Semantically, the model transformation unit takes a BPMN_,,..; model,
combines it with the empty pool in the first step, applies the five actions, and
projects the result to the second component. Note that the first component is not
changed and that the model constraints make sure that the two connectors ¢; and ¢,
relate activities of the respective swim lanes. Applied to supply,, the transformation
yields the BPMN process supply;, which is shown in Fig. 5, where dashed arrows
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g [ get orderA] [ get order B ] [ send A ] send B
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qh) [ put order A ] [ put order B ] [ receive A ]
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Fig. 5 BPMN model of the supply chain (confer example 1 for the complete subprocesses)

denote the message flows and those activities of the three swim lane processes that
are involved in the communication are given explicitly.

Conclusion

In this paper, we have sketched fundamental concepts constituting a framework for the
modeling of logistic systems: logistic models that can be heterogeneously composed
of component models and specified by means of different modeling languages as well
as model transformations that bridge the gap between different descriptive levels and
support the interaction of models of different types. To shed more light on the
significance and usefulness of the approach, further topics must be studied:

1. Further case studies, which are more realistic than our small toy supply chain,
are needed. In particular, the use of further modeling languages and methods and
their coexistence within modeling of one model should be demonstrated.

2. We have pointed out that model transformation is necessary if one wants to
employ a tool for testing, simulation, visualization, or verification that requires
input models of another type than the models at hand. It would be of interest to
show explicit cases where such transformations are advantageous.

3. The actions of model transformation units combine operations on the compo-
nent models depending on their types. If the types refer to truth values, numbers,
sequences, or sets, then one can use the usual Boolean, arithmetic,
word-processing, or set-theoretic operations respectively. If a component is a
tuple again, then it can be operated by actions again. But if it is specified by
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means of a modeling language, then it may be necessary to enrich the language
by new operations like the marking of activities and sequence flows in the
BPMN;op,; examples and the building operations in the BPMN and Petri net
examples.

4. The introduced modeling of logistic systems has not only a formal syntax, but
also a precise formal semantics. Potentially, this permits to prove interesting
properties like termination, functionality, and correctness of model transfor-
mations, which cannot be addressed properly without formal semantics.
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Savings Potential Through Autonomous
Control in the Distribution of Rental
Articles

Florian Harjes and Bernd Scholz-Reiter

Abstract In general, rental articles circulate in closed logistic systems between the
lender and one or more dynamically changing customers. The planning processes,
related to the allocation of those articles to customer orders, are a challenging task.
This is especially the case, if orders have a close temporal distance, as the corre-
sponding order execution takes place between the poles of high customer demands
and the lender’s economic interests. This paper introduces an autonomously con-
trolled distribution system for rental articles that takes over both the allocation of
articles to orders and the related logistic planning. At this, the focus lies on the
results of first benchmarks and an estimation of the related potential for savings.
A company from the field of event logistics serves as an application example for the
distribution approach.

Keywords Autonomous control - Event logistics + Agent-based distribution -
Rental articles - Savings potential

Introduction

The allocation of rental articles in event logistics takes place as a sub-process of
event management (Harjes and Scholz-Reiter 2012). The latter comprises the
complete accomplishment of events, such as concerts, private parties, company
anniversaries, etc., including the artistic planning and the logistic services (Harjes
and Scholz-Reiter 2013a, b, c, d). Here, the term event logistics defines all logistic
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services and activities related to the letting, transport, construction, and decon-
struction of event equipment (Harjes and Scholz-Reiter 2013a, b, c, d; Allen et al.
2010). The corresponding planning processes cover the allocation of resources
to customer orders (events), as well as the personnel and route planning for
transport to and between different venues (Holzbaur et al. 2005).

Generally, both process planning and execution in event logistics are subject to
high customer requirements with regard to due dates and the cost—benefit ratio.
Further, dynamic influences, such as rush orders, order changes as well as damaged
or stolen equipment lead to complications (Harjes and Scholz-Reiter 2013a, b, c, d).
Correspondingly, the planning authority has to find a sensible trade-off between the
demands of the customer, the internal process requirements, and the economic
interests of the logistics company.

These complex and dynamic parameters often exceed the capacities of central
planning and control approaches (Windt and Hiilsmann 2007). Therefore, it makes
sense to evaluate the applicability of other control methods in the field of event
logistics. This paper introduces the first results of a distribution system that follows
the principles of autonomous control, a paradigm that aims at robust and flexible
processes by shifting decisions from central planning instances to autonomous
objects within logistic or production systems (Windt and Hiilsmann 2007).

The introduced distribution system applies two autonomous control methods to
take over the complete allocation of resources to events, including the tour- and
route planning for the transport devices and the corresponding personnel planning
(Harjes and Scholz-Reiter 2013a, b, c, d). The presented paper gives a short insight
into the concept, implementation, and possible integration by means of an example
company. The main focus of the paper lies on the first experimental results and the
corresponding potential for savings.

The paper is structured as follows. Section “Example Company” focuses on the
example company and section “Autonomously Controlled Distribution” outlines
the concept and implementation of the distribution system. Section “Experimental
Results” introduces the experimental results that underlie the estimation of the
savings potential in section “Savings Potential”. Finally, the paper closes with a
conclusion and outlook in section “Conclusion”.

Example Company

The example company is a full-service agency in the field of event management
(Harjes and Scholz-Reiter 2012). Starting from the company headquarters in
northern Germany and several branches for marketing and public relations, 60
employees offer a complete set of services for the accomplishment of public or
private events.

Its main business segment is the artistic planning, logistic services, and lending
of event equipment. The latter comprises equipment reaching from cloak hangers
or chairs and tables over catering devices up to stages and related techniques
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(Harjes and Scholz-Reiter 2013a, b, c, d). The logistics services mostly deal with
the transport of rental articles to and between different venues, including the con-
struction and deconstruction of the equipment at the event. For logistic purposes,
the example company runs a central stock directly at the headquarters and owns a
car pool consisting of several vans and trucks of varying sizes between 3.5 and 40 t
cargo load (Harjes and Scholz-Reiter 2012).

The planning and realization of events decomposes in six phases, starting with
the order receipt and ending with post-processing and billing. In between, the
customer’s wishes first flow into a rough planning according to a local inspection of
the venue. Then, the preliminary planning is refined iteratively until the customer is
satisfied and the realization can begin (Harjes and Scholz-Reiter 2013a, b, c, d).

This paper addresses the detailed planning of the event execution; the artistic
aspects are not of interest. Within the example company, a project manager is
responsible for the allocation of specific equipment and personnel to events and the
corresponding creation of pick lists and cargo lists. The project manager falls back
to his expert knowledge, an automated planning or scheduling does not take place
(Harjes and Scholz-Reiter 2012). The only exception is a rudimentary function of
the enterprise resource planning software that provides a temporal availability
overview for the equipment, comparable to a Gantt chart. The corresponding route
planning resides with the transport personnel and often bases on tools such as
Google maps or customary navigation systems.

This centralized, knowledge-based proceeding generally results in a high plan-
ning effort and is not very flexible. The latter often requires a complete replanning, if
the above-mentioned dynamic aspects influence the availability of already disposed
equipment, personnel, or transport devices. Further, the handling of order peaks
often leads to the leasing of foreign equipment and/or transport devices with addi-
tional costs. Overall, the efficiency and robustness of the logistic services shows the
potential for greater improvements (Harjes and Scholz-Reiter 2013a, b, c, d).

Autonomously Controlled Distribution

The considered distribution system combines two autonomous control methods to
solve the subproblems related to resource allocation in event logistics (Harjes and
Scholz-Reiter 2012). The central point of the system is the Platform for Simulations
with Multiple Agents (PlaSMA), a multi-agent-based simulation software
(MAS) with special features for the consideration of logistic and production sys-
tems (Gehrke et al. 2010). PlaSMA was originally developed for the comparative,
scenario-based evaluation of autonomous control methods and strategies (Warden
et al. 2010). Within the autonomously controlled distribution system, PlaSMA
serves as a platform for the agent-based generation of planning decisions (Harjes
and Scholz-Reiter 2013a, b, c, d).

All existing resources have a representing agent within the PlaSMA simulation.
The agent representation follows the ontologies for goods, transport, and
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communication given in PlaSMA (Warden et al. 2010; Harjes and Scholz-Reiter
2013a, b, ¢, d). During a simulation run, all agents try to fulfill their personal
objective function, which depends on the kind of individual agent. A transport
agent, for example, tries to maximize its load factor and minimize the distance
travelled, while an agent who represents a piece of equipment focuses on the
punctual arrival at the event (Harjes and Scholz-Reiter 2012).

The final planning decisions are the result of mutual negotiations between the
agents within the simulation. The idea behind this proceeding is that the fulfillment
of the individual agent’s objectives leads in total to a fulfillment of the global
planning objectives (Harjes and Scholz-Reiter 2013a, b, c, d). The corresponding
order situation and the related parameters, such as the event dates and places or the
requested article types, come from the ERP-system and form the scenario that
underlies the simulation. The occurrence of dynamic effects leads to a corre-
sponding change of the scenario and requires an additional simulation run with
adapted parameters (Harjes and Scholz-Reiter 2013a, b, c, d).

The outcome of a simulation run corresponds to the results of the manual
planning process, meaning one pick and cargo list per event and the related per-
sonnel planning. Further, the autonomously controlled distribution takes over the
route planning (Harjes and Scholz-Reiter 2013a, b, ¢, d). At this, the Distributed
Logistics Routing Protocol (DLRP) comes into operation. It is derived from the
routing protocols of data packages in large communication networks, such as the
Internet (Rekersbrink et al. 2008; Rekersbrink 2009). Within the distribution sys-
tem, the transport agents use route planning functions of the DLRP as behavior. The
required world model in form of a graph that represents the street network is part of
the simulation scenario. The world model consists of the venues and the central
stock as nodes, while the available streets between them form the edges of the
transport graph (Harjes and Scholz-Reiter 2013a, b, ¢, d).

The general robustness of the process and the reasonability of the planning
results have been proven in first experiments (Harjes and Scholz-Reiter 2013a, b, c,
d). The range of the test scenarios took place around five events in four cities. The
length of the events was up to 3 days and the amount of requested articles fluctuated
between 35 and 100 pieces of equipment. The autonomous distribution system was
able to generate reasonable planning results, including transport routes for all
scenarios (Harjes and Scholz-Reiter 2013a, b, ¢, d).

Experimental Results

In contrast to the validation mentioned above, the following experiments aim at the
evaluation of the overall performance of the distribution system. The achieved
reduction in the travelled distance is of central interest, as this constitutes the main
starting point for savings. The capacity utilization is also important, but due to the
heterogeneity of the event equipment, it is more difficult to improve and therefore
not as meaningful.



Savings Potential Through Autonomous Control ... 131

Table 1 Results for 20 smaller events in 5 days

Parameter Days Events Articles Available Leasing Distance
vehicles vehicles travelled (km)

Actual state 5 20 36/38/42 |6 0 730/1504/1359

Autonomous 5 20 36/38/42 |6 0 498/972/709

Distribution

The foundation of the experiments is a set of scenarios basing on the average
workload of the company in the example. The scenarios comprise up to 20 events
distributed over a period of 5 days. The size of the events lies between 36 and 175
articles of different volume and weight, reaching from single tables up to heavy
stage parts and technical equipment. The venues are located within a radius of
111 x 67 km, the available car pool comprises two vans/small trucks (2 x 3.5 t),
three medium trucks (3 x 7.5 t), and one lorry with 40 t. The four cars of the
example company only serve for the transport of small devices and personnel,
therefore they are not considered in the simulations.

Table 1 shows a first excerpt of the results for 20 smaller events with a varying
amount of articles and an event duration of 3 h on average (min 1, max 5 h), plus
the time slots for delivery and removal as well as construction and deconstruction of
equipment. The first line of the table shows the results of the actual state, the second
line contains the results of the autonomously controlled distribution system. The
actual state represents the manual centralized planning of the project manager,
which has been implemented in the form of a software tool as a reference for
experimental purposes. The validation of the tool’s propriety took place by means
of several reference scenarios.

The results show that both approaches are able to execute all orders using the
given car pool. A leasing of vehicles is not necessary. The advantage of the
autonomous distribution system is the efficient summary of several orders to one
route. The actual centralized planning mostly executes fewer or even single orders
per trip for complexity reasons. Further, the central planning only considers event
equipment that is currently available at the stock. The autonomous distribution
system additionally allocates available equipment at already running events. This
decentralized distribution leads to differences regarding the travelled distance
between 232 and 650 km for a period of 5 days.

The differences regarding the efficiency of the route planning increase depending
on the amount of articles required. Table 2 shows the results of three scenarios with
larger events. The average distance to the central stock, as well as the considered
time period, correspond to the settings of the first experiments, whereas the
available car pool is reduced to one van/small truck of 3.5 t, two medium trucks
with 7.5 t, and one lorry with 40 t. The amount of requested pieces of equipment
lies between 86 and 175.

The results for the larger scenarios confirm the previous observations.
Both approaches are able to handle the orders with the given car pool, but the
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Table 2 Results for larger events

Parameter Days | Events | Articles Available Leasing Distance

required vehicles vehicles travelled (km)
Actual state 5 20 86/125/175 |4 0 2414/2114/2264
Autonomous 5 20 86/125/175 |4 0 1218/1178/1774
distribution

autonomous distribution system shows even larger differences regarding the trav-
elled distance of the transport vehicles. Due to the higher article numbers, efficient
compilation of transports becomes more important. This results in savings between
490 and 1196 km for autonomous distribution during the considered period.

Savings Potential

The savings potential of the outlined approach for an autonomous distribution
system in the field of event logistics mostly centers on the reduction of the distance
travelled during the order execution. The efficient compilation of both routes and
transports leads to a decent potential for savings. With regard to the example
company, a medium enterprise with an annual turnover of around nine million
euros, the introduction of the distribution system is worth considering.

Currently, the example company accomplishes around 130 events per year using
their own resources. This number contains only the “medium” and “large” events,
meaning orders that need more articles than a single van can contain. The number
of smaller orders constitutes an additional amount of approximately 130-150
events. Altogether, the number of trips per order is around three.

Starting from these assumptions, the following efficiency analysis considers two
scenarios for the introduction of the autonomous distribution system. The first bases
on an in-house development carried out by the IT—and the transport department of
the company in the example. The second one assumes the issuance of an industrial
project, carried out by a specialized external company.

In-House Development

In the first case, the adaption of PlaSMA and the DLRP as well as the imple-
mentation of the overall system would cost around 64.000 €. This calculation also
includes the integration of the system into the existing software architecture of the
company in the example. The individual steps of the development and integration
process and the corresponding costs and duration are as follows:
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e Software Development, including the documentation (9 months): 44,540 €

e Software Integration, including tests and trainings (1.5 months): 12.271 €
Hardware Development/integration, including purchase and tests of components
(1.5 months): 7093 €.

The calculation above bases on the deployment of an engineer for project
management purposes with ca. 3824 € gross salary per month and an IT-specialist
for programming with a gross salary of 2612 € (Hans-Bockler-Stiftung 2013; VDI
2012). The hardware development concerns the development and integration of
identification and communication devices for an automated recording of material
flows directly at the venue. The hardware is attached to the transport vehicles and
ensures information transparency which is indispensable for the application of
autonomous control (Harjes and Scholz-Reiter 2013a, b, ¢, d).

With regard to the experimental results in the previous section, the savings due
to the shorter distances travelled would be around 28.300 € per year, depending,
among other things, on the fuel prices. The assumed savings consider the opera-
tional costs of the existing car pool which is, for example, around 82 Cent per km
for a van (Mercedes-Benz Sprinter 213 CDI, 3.6 t cargo load) (ADAC 2013). Under
these circumstances, an amortization of the investment (64.000 €) is possible after
approximately 3 years. Including the development and integration phase, the
autonomous distribution could be profitable after 4 years.

Industrial Project

The second case, an industrial project, would cause much higher costs, as the hourly
rates of the involved engineers and specialists would increase. The following cal-
culations trace back to the hourly rates for industrial orders of the BIBA—Bremer
Institut fiir Produktion und Logistik at the University of Bremen GmbH. These
would amount to 5258 € per month for an engineer and 3950 € per month for an
IT-specialist. The points already mentioned for the first case would then be as
follows:

e Software Development, including the documentation (9 months): 64.496 €

e Software Integration, including tests and training (1.5 months): 17.095 €

e Hardware Development/integration, including purchase and tests of components
(1.5 months): 14.534 €.

The total costs for this case would rise to 96.000 €, which is a third more than the
in-house development. The reductions regarding the mileage of the transport does
not change, therefore, the amortization per year is again 23.800 €. This results in an
amortization period of 5 years, while the system would work profitably after
5 years.
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Conclusion

This paper presents a first estimation of the savings potential of an autonomously
controlled distribution system in the field of event logistics. The system takes over
the allocation of rental articles (event equipment), transport devices, and personnel
to orders as well as the corresponding route planning.

A special focus lies on the reduction of the distance travelled during the event
accomplishment. Simulations of several periods of 5 days, with 20 events each,
show savings between 232 and 1196 km. Extrapolated to 1 year and with regard to
an example company from the considered business area, annual savings of about
23.800 € seem to be possible. For the company in the example, an amortization
period between 4 and 5 years is feasible. The dimension of the required investment
depends on the decision, if the implementation and integration of the system take
place in-house or as an industrial project.

Further research will focus on the optimization of the system, especially
regarding the target- and cost functions of the agents within the PlaSMA-
Simulation. From the economic perspective, the effects of the autonomously con-
trolled distribution on the manpower requirements and possible savings regarding
the size and utilization of the car pool will be from major interest.
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Established Slack-Based Measure
in Container Terminal for Risk
Assessment

Kasypi Mokhtar, Muhamamad Zaly Shah Muhammad Hussein,
Khalid Samo and Ab. Saman Abd Kader

Abstract Container terminal is a dynamic interface worldwide. It portrays national
capability in trading with outsider via seaborne. This research aims at measuring
operational risk within container terminal besides its efficiency. By means of
identify and apply DEA technique towards operationalisation of supply chain and
risk, this research is providing final outcome with no adjusted risk rank order of
decision-making unit (DMU). A panel data from 6 container terminals in Peninsular
Malaysia are retrieved from 2003 until 2010. In turn, 8 years of data with 6
terminals resulting 48 container terminal DMUs. Slacks-Based Measure (SBM) and
Super Slacks-Based Measure (SSBM) are used for risk solution. The findings of the
research express efficiency based on the allocation of resources must be optimised
to achieve optimum outcome. SBM and SSBM findings indicate that no adjusted
risks are significantly related with size, planning, equipment and volume of cargoes.
This is critical as container segments give a significant contribution to terminal
operators. In addition, container terminal is competitive industry, as Malaysia is
competing not only with neighbouring countries but also with Asian countries in
particular and the world in general.
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Introduction

Shipping related industry, especially with regard to container terminal is a complex
industry to be analysed. However, these complexities are measureable in terms of
the process flow that includes management, equipment, organisation, engineering
and maintenance. The challenging economic climate is not the reason for these
industries to lower down their productivity, efficiency and performance. But, the
scenario is a step to optimise available resources to sustain in the industry. Every
aspect of process and procedure, either internally or externally, will face with
probabilities and uncertainties. Thus, it is wise for the industry to focus on shaping
the organisation by looking at the area of uncertainty. The necessity to measure risk
arose from the various reasons that are regulatory requirements of the supervisory
authorities, customer satisfaction and company hazard prevention. This will cushion
the impact of any potential unexpected losses.

Lately, the awareness of container terminal operators in modernising its terminal
is undeniable. It comes with the dynamic growth of shipping related industry. The
developments are associated with risk factors in ensuring integrity of terminals.
Therefore, this paper is an attempt in applying Data Envelopment Analysis
(DEA) in measuring risk at container terminal, based on the success of this tech-
nique in financial and banking institution (Pastor 1999; Settlage and Preckel 2002;
Davutyan and Kavut 2005; Chang and Chiu 2006; Settlage et al. 2009).

In what follows, section “Related Studies on Container Terminal and Risk”
review related studies on DEA at container terminal and operational risk.
Section “Research Methodology” then provides research methodology applies for
this paper. It follows with section “Analysis and Findings” for the analysis and
finding. Section “Conclusions” concludes the paper.

Related Studies on Container Terminal and Risk

The demands for container movements from international trades require greater
efficient maritime industry. Seaports need to invest in new technologies and
facilities in order to meet these demands. The greater the size of vessel, the larger
the facilities are required to accommodate such vessels. Seaport facilities rely on the
cargo’s type and amount during transit. Thus, port expenditure is increased to
enhance terminal facilities for vessels accommodation. The need to integrate these
facilities into the domestic infrastructural network is necessary, hence requiring
efficient road and rail links with the land networks. Bichou and Gray (2005),
Bichou (2005) discuss the seaport terminologies, operations and strategies to ensure
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seaports are able to sustain in highly competitive industry. The facilities in each port
are subject to risk as it does involve multimodal industries. However, seaport
facilities may be categorised according to their particular area. Shang and Tseng
(2010) highlight human factor for loading and discharging the main accident for
risk analysis.

There are numerous DEA researches in container terminal. Roll and Hayuth
(1993) pioneered attempts in this area. Since that, there are significant numbers of
researches in container terminal efficiency and productivity Kasypi and Shah
(2013a, b), Kasypi et al. (2013)

Research Methodology

Data Envelopment Analysis (DEA), first introduced by Charnes, Cooper and
Rhodes (CCR) model (Charnes et al. 1978), extended Farrel (1957) that based on
the basic Eq. (2). The CCR is able to calculate the relative technical efficiency of
similar Decision-Making Units (DMU) through the analysis, with the constant
returns to scale (CRS) basis. Banker, Charnes and Cooper (BCC) model (Banker
et al. 1984) extended from DEA-CCR by assuming variable returns to scale
(VRS) where performance is bounded by a piecewise linear frontier.

The parameters and variables are needed in developing the model. Therefore, the
model is based on the following parameters and variables:

N = number of DMU {j = 1, 2,...n}

y = number of outputs {y = 1, 2,...R}
x = number of inputs {x =1, 2,...5}
y; = Quantity of output rth of output of jth DMU

x; = Quantity of input sth of input of jth DMU
u, = weight of rth output
vy = weight of sth input

(Table 1).

Table 1 Selection of inputs and outputs

Inputs Outputs

X1: Total terminal area M> (TTA) Y1: Throughput (TEU: 000) (T)
X2: Maximum draft in meter (MD)
X3: Berth length in meter (BL)
X4: Quay crane index (QC)

X5: Yard stacking index (YS)

X6: Vehicles (V)

X7: Number of gate lanes (GL)
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The efficiency measures under CRS are obtained by N linear programming
problems under Charnes et al. (1978) as below:

Minl/,ﬁ;,lpj

N
Z/,{lyrlzyja r = 17'”7R
i=1

N
Ziixsigl//jx]'; s = 1,...,S
i=1

where Y; = (Y;;, Yai...,Yg:) is the output vector, X; = (X;;, Xoi,...,Xs;) is the input
vector. Solving above equation for each one of the N container terminals of the
sample, N weights and N optimum solution are found. Each optimum solution ‘PJ* is

the efficiency indicator of container terminal j and, by construction satisfies ¥} < 1.
Those container terminals with 'PJ* <1 are considered inefficient and ‘I’]* =1 effi-
cient. Charnes et al. (1978) model (CRS) was modified by Banker et al. (1984) by
adding the restriction vazl A =1, this has generalising model to VRS as below:

Miny ; Y

N

Z/llyrlzyn I":l,...,R
i=1

N

ZA,XSﬂJX, S:1,...7S
= J

zN:ii =1;42>0;V
p)

Measuring Risk Using Slack-Based Measure

The additive model is used for this paper for the analysis in measuring operational
risk from Cooper et al. (2007). Further, Cooper et al. (2007) define Slack-based
Measure (SBM) by lowering fractional program in A, S~ and S* as follows:

115" s/
min _ mthl Jr/)Cw (3)
2,8 and St 1+ %Ei:l s, /xm

Subject to x, = XA + s, y, — s where 1>0,5~ >0.
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Lets assume that x>0, if x;, = 0, erase the phrase i /Xio in the objective
function. However, if y;, > 0, then replace with a very small positive number so, the

phrase 5" /ym as penalty. In addition, to interpret SBM as a product of input and
output inefficiencies the p in Eq. (5), can be transformed as below:

—1
1 & Xip = 8; Ig yro+s+
= — i — e r 4
P (m; Xio > (S; Yro > ( )

Let the ratio (x;, — s; )/x;, evaluate the relative decrease rate of input i 7 conse-
quently, the first term matches up the mean proportional reduction rate of inputs or
input mix inefficiencies. Next, the second term, the ratio (y,, — s} )/y, assess
relative proportional expansion rate of output r and (1/5) > (yye — 5,7)/yr0 is the
mean proportional rate of output expansion. The input-oriented SBM and
output-oriented SBM are defined from neglecting the denominator of the objective
function Eq. (5) of SBM. Thus, the efficiency values p; and p) can be derived as
follows (Cooper et al. 2007):

lm
SBM—1 p;=minl——Y s /x, 5
pi = min m;S,/X (5)

Subject to x, = XA 457, y, <Y1 where 1>0,5~ >0.

1
L4 30001085

Subject to x, > X1, y, = YA —st where A1>0,s" >0.

SBM -0 p:=minl —
p, = min

Production Possibility Set for Risk Assessment

The risk factor which can be derived from production possibility set (PPS) is
determined by the distance. The outcome of super SBM is derived by deleting the
efficient DMU from PPS and measure the distance from the DMU to the remaining
PPS. Consequently, if the distance is small, the supper efficiency of the DMU to be
set as lower as the DMU marginally outperforms other DMUs and vice versa.
Super SBM utilised the SBM outcomes and those efficient ranking order in SBM
has been set to be super efficient under PPS super SBM.

Conversely, the Non-radial and Non-oriented SBM and Super SBM under MI
are also suitable to measure risk as radial approaches of Malmquist Index
(MI) suffer from neglecting the slacks. The SBM and Super SBM models used to
compute 5"((x,,, y(,)i) are represented by the following fractional programmes
(Cooper et al. 2007).
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[SBM]
8*((x0,50)") = minn 1—1§:¢. 1+lzq:x//‘ (7)
e A mi =
Subject to (1 —®@)x;, = S 4xi(i=1,....m),(L+¥)yi, = >0, 4y}
=1

(i=1,...q) where L <eA<Uand 1>0,®>0,¥% >0.
[SuperSBM]

) ‘ . 1 & 1<
53(()607))0)) :}blliqn(l—i_gl_zld)l)/(l —gl_zl‘//,> (8)

Subject to (1+)xt, = Z]'.'Zl ijx,?j(i =1,...m),(1 - ¥, = 2_;7:1 ).jyfj(i =1,...,9)
where L <el<Uand 1>0,0>0,¥ >0.

Analysis and Findings

Figure 1 depicts general panel data container terminal efficiency, for the past 8§ years
the level of efficiency of particular container terminals show relative differences
between DEA-CCR and DEA-BCC. The DEA-CCR and DEA-BCC approach
depict efficient 19 DMUs and 26 DMUs respectively. Coincidently, efficient of
container terminals not significantly relates with global issues, but explain good
management style in managing container terminals operation. However, another 29
(CCR) and 22 (BCC) DMUs are portraying inefficiency of container terminal
outcome as a result of internal and external reasons. In general, total throughput is
significantly increased. Thus, managing container terminals are sometimes the
determinant element to achieve target.

Figure 2 represents SBM input-oriented constant and variable return to scale.
The value obtained from derived equation five (5) and six (6), express either
efficiencies are able to achieve. The notation SBM and general DEA i.e., CCR
postulate similar meaning of efficiency (i.e., SBM inefficient = CCR inefficient).
Therefore, the definitions of efficient and inefficient are mutually exclusive. Thus,
Fig. 1 represents such as DMUs = 1 i.e., AW03, EPP10, CP04 etc. On the other
hand, those DMUs <1 elaborate that particular DMUs are inefficient.

On the one hand, if the distance is wide, super efficient would be high as
compared to the remaining DMUs i.e., AW10 (row 6; SBM) 1, it set the rank order
to 2 (1.207) under SSBM—Iower risk mitigation than using SBM (row 6: efficient
1). It means, the operational risk for the container terminal (AW10) is significantly
lower to produce higher outcome for the terminal operator. Hence, by undertaking
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Fig. 1 Yearly efficiency of container terminal

risk (SSBM) it will be able to produce better risk mitigation to the terminal per-
formance. The SSBM is undertaking the PPS distance to produce optimal value.
Tables 2, 3 and 4 represent rank order for SSBM.

As far as the lowest rank order is concerned, the PPS distance between SBM and
SSBM do not affect risks measure much. As discussed earlier, if the efficiency is low
(<1), the super efficiency is set to be low as well. It also reflect SBM, as the lowest
SBM rank order (FK03—0.3178; rank order 48) and SSBM (FK03—0.3178; rank
order 48) technically reflect the lowest rank order for super SBM. It means, that those
inefficient container terminals are technically reflect the higher number of risk. On
the operational sites, FK container terminal is representing small terminal in
throughput and the operational activity. The possibility of operational risk and the
risk that is high such as equipment breakdown, safety, security etc. FK terminal is a
multipurpose port; therefore, management prefers to focus on profitable division
such as chemical section. At the end, it is difficult for managements to attract new
shipping lines client, even the container transactions are growing every year.
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Fig. 2 Slacks-based measure input-oriented constant and variable return to scale
Table 2 Super slack-based measure input constant return to scale ranking order
No adjusted risk No adjusted risk No adjusted risk
DMU Rank | Score DMU Rank | Score DMU Rank | Score
AWO03 1 1.20766 BNO6 |17 1.001925 | BNO3 33 0.725659
AW10 2 1.076082 | DJOS 18 1.000638 | EPPO7 34 0.709628
CP04 3 1.075129 |EPP10 |19 1.000601 | AWO04 35 0.653882
DJO7 4 1.04038 DJo4 20 0.957937 | EPP0O6 36 0.644998
CP06 5 1.036851 | CPO8 21 0.932089 | EPP09 37 0.612313
DJOS [§ 1.035432 | DJ10 22 0.899244 | EPPO3 38 0.600884
CP09 7 1.028273 | DJO3 23 0.892278 | EPP0O8 39 0.585104
CPO7 8 1.025158 |BNO8 |24 0.890703 | EPP0O5 40 0.563758
DJ06 9 1.024109 | DJ0O9 25 0.863498 | FK10 41 0.477331
BN10 |10 1.023772 | AW06 |26 0.846934 | FK06 42 0.421271
EPPO4 |11 1.023308 |BNO9 |27 0.829051 | FKO7 43 0.403913
CPO3 12 1.0228 BNO7 |28 0.818042 | FK09 44 0.388923
CP10 13 1.016199 |BNO5 |29 0.800949 | FKO8 45 0.388558
AWO08 | 14 1.014045 | AW09 |30 0.800066 | FK04 46 0.364376
AWO07 |15 1.011972 | AWO05 |31 0.759697 | FKO5 47 0.353458
CPO5 16 1.006943 |BN04 |32 0.753037 | FKO3 48 0.317869
Average 0.8109
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Table 3 Super slack-based measure input variable return to scale ranking order

No adjusted risk No adjusted risk No adjusted risk
DMU Rank | Score DMU Rank | Score DMU Rank | Score
AWO03 1 1.208169 | CPO5 17 1.007029 | DJ10 33 0.899244
AW10 2 1.128509 | EPPO7 |18 1.006998 | EPPO3 34 0.893459
CP04 3 1.078523 | EPP10 |19 1.006449 | AW06 35 0.892384
FKO06 4 1.071423 | FK04 20 1.006376 | BNOS 36 0.892338
FK10 5 1.071401 | FKO7 21 1.002668 | EPP09 37 0.868734
EPP04 6 1.041024 |BNO6 |22 1.001963 | DJ09 38 0.863498
CPO7 7 1.040695 | DJOS 23 1.001063 | BN09 39 0.83592
DJO7 8 1.04038 CPO8 24 1.000847 | BNO7 40 0.831675
CPO3 9 1.038213 | CP10 25 1 AW09 41 0.828998
CP06 10 1.036948 | FKO5 26 1 EPPO8 42 0.812949
DJO5 11 1.035432 | FKO3 27 0.979578 | AWO0S 43 0.809924
CP09 12 1.028273 | DJ04 28 0.975143 | BNO5 44 0.804372
DJ06 13 1.024164 | EPPO6 |29 0.935947 | BNO3 45 0.796503
BN10 14 1.023772 | DJO3 30 0.935443 | EPP0O5 46 0.791039
AWO08 |15 1.021348 | FK09 31 0.901166 | BN04 47 0.779091
AW07 |16 1.014952 | FKO8 32 0.900551 | AW04 48 0.724545

Average 0.9560

Table 4 Super slack-based measure input general return to scale ranking order

No adjusted risk No adjusted risk No adjusted risk
DMU Rank | Score DMU Rank | Score DMU Rank | Score
AWO03 1 1.20766 BNO06 17 1.001925 | FKO5 33 0.801952
AW10 2 1.076082 | DJO8 18 1.000638 | BNOS 34 0.800949
CP04 3 1.075129 |EPP10 |19 1.000601 | AWO09 35 0.800066
DJO7 4 1.04038 DJo4 20 0.957937 | AWO05 36 0.784581
CP06 5 1.036851 | CPO8 21 0.932089 | FKO8 37 0.778725
DJO5 6 1.035432 | DJ10 22 0.899244 | FK09 38 0.771121
CP09 7 1.028273 | DJO3 23 0.892278 | BNO4 39 0.76534
CPO7 8 1.025158 |BNO8 |24 0.890703 | FKO3 40 0.761917
DJ06 9 1.024109 | FK10 25 0.874254 | BNO3 41 0.747162
BN10 10 1.023772 | FK06 26 0.863909 | EPPO7 42 0.709628
EPPO4 |11 1.023308 | DJ09 27 0.863498 | AW04 43 0.698413
CPO3 12 1.0228 AWO06 |28 0.860519 | EPPO6 44 0.644998
CP10 13 1.016199 |BN09 |29 0.829178 | EPP09 45 0.612932
AW08 |14 1.014045 | FKO7 30 0.819691 | EPP0O3 46 0.608057
AWO07 |15 1.011972 |BNO7 |31 0.818042 | EPPO8 47 0.585104
CPO5 16 1.006943 | FK04 32 0.809897 | EPPO5 48 0.563758

Average 0.8836
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Conclusions

This paper concludes that measuring operational risk by using SBM and SSBM
show significant result between data collected and actual scenario. This research is
an approach of using SBM and SSBM in measuring risk assessment at container
terminal. From the approach, it shows that ranking technique is sufficient to portray
assessment of risk at container terminal. By having this, management is able to take
preventive measures for further operational strategies. Even though this research
provides significant outcome for terminal operators, further details on the numerical
aspect need to be done for better outcome.
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Improving Wind Turbine Maintenance
Activities by Learning from Various
Information Flows Available Through
the Wind Turbine Life Cycle

Elaheh Gholamzadeh Nabati and Klaus Dieter Thoben

Abstract Maintenance of the offshore wind turbines imposes high cost, effort, and
risk on the wind farm owners. Therefore, it is highly demanded to make the wind
turbine maintenance activities more reliable and cheaper. To achieve this goal, the
focus of current research is to investigate how the available data through the life
cycle of an offshore wind turbine can be utilized to improve the maintenance
activities. In this work, it will be investigated, how to integrate information feed-
backs from the operation phase of an offshore wind turbine to the maintenance
stage. A comparison will be done afterwards between the proposed method and
existing data-driven maintenance approaches in wind turbine and other industries
such as aviation and shipping.

Keywords Offshore wind turbine - Product life cycle information management -
Maintenance - Data mining and machine learning

Introduction

The product life cycle information management (PLIM) is the process of gathering,
organizing, exchanging, and analysis of key information through all phases of a
product’s life cycle, which starts with the new idea development and continues with
the design, realization, usage, and maintenance and ends with the disposal of the
product. In the PLIM process there are different data sources in each of the pro-
duct’s life cycle phases and different information flows to deal with. So far, plenty
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of technologies, such as eXtensible Markup Language (XML), Radio-Frequency
Identification (RFID), and Product Embedded Information Devices (PEID), have
been developed to support the management of information flows through the life
cycle stages.

A problem within the PLIM process is that the captured information flows
become weak after the product enters the usage and operation phase, because the
data about the condition in which the product is operating or being used is usually
not available (Jun and Xirouchakis 2007). This gap has been addressed recently and
some advances are made to track and collect product-related data after it enters the
usage and operation stage (Abramovici et al. 2008; El Kadiri et al. 2013). Although
some advances in this field have been achieved, still there is a need to utilize data in
an effective way to improve the information exchange and to integrate the infor-
mation feedbacks from the usage phase to the other stages of the product life cycle
such as the maintenance phase.

An attractive application field of PLIM process is the maintenance of offshore
wind turbines. These turbines generate electricity from wind and are located in sea
or other bodies of water. The estimated life cycle of a wind turbine is 20 years.
Maintenance activities of offshore wind turbines cause most of the costs through the
turbine’s whole life cycle. According to the National Renewable Energy Laboratory
(2013), the operation and maintenance (O&M) activities of offshore wind turbines
form one fourth of the lifetime cost of an offshore wind farm and among different
O&M tasks, maintenance activities account for almost the largest portion of O&M
effort and cost. Therefore, it is highly demanded to reduce maintenance and repair
expenses and improve availability of the wind turbines.

To achieve this goal, the focus of current research is to investigate how to enhance
offshore wind turbine maintenance activities by utilizing the various data collected
during the usage and operation stages. It will be investigated how to generate
information feedback flows from the usage phase to the maintenance phase.

Motivation

The main factor that motivates the use of PLIM process in the maintenance of
offshore wind turbines is saving of costs. There are various reasons, which make the
maintenance activities of offshore wind equipment costly. First of all, the wind
turbines are located in the areas surrounded by water and they can only be accessed
by boat or helicopter. The use of boat or helicopter depends strictly on the weather
condition, because if an unexpected failure occurs turbines are not available until
the condition of the sea becomes calm and safe for dispatching the personnel to the
site for repair. Also, the distance from shore and number of personnel, who need to
be dispatched, as well as turbine’s sophisticated technology are among the other
parameters, which increase maintenance costs. Therefore, new ways should be
developed to reduce expenses arising by breakdown or fault occurrences.
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There are currently two maintenance plans for wind farms: corrective mainte-
nance and preventive maintenance. Corrective maintenance is performed when a
failure has occurred. In this case, the malfunctioning part will be repaired or
replaced. Preventive maintenance involves annual services of the equipment and is
usually done in the summer, when the weather condition is more stable (National
Renewable Energy Laboratory 2013). In preventive maintenance, some of the
components, which are exposed to wear, are changed in a timely manner. Changing
the parts on a regular basis is a good strategy to prevent failure, but it imposes extra
costs on the system. Because most of the parts being replaced still have not reached
their end of lifetime and could have been in service for a longer time. Predictive
maintenance approaches can be used instead to help determine the condition of
in-service equipment and to predict when maintenance should be performed. This
approach saves cost comparing to scheduled preventive maintenance, because by
knowing which equipment needs maintenance, the maintenance work can be
optimized better (Mobley 2008).

Most predictive maintenance approaches are developed for rotary equipments
such as aircraft jet engines and onshore wind turbines (Hameed et al. 2009;
Schwabacher and Goebel 2007). The current methods do not consider the special
specifications of offshore equipment such as weather condition. Thus, there is a
need for research relating to improve maintenance activities in a way to reduce
expenses and to meet the specific requirements of offshore conditions.

Moreover, most of the available techniques of predictive maintenance do pre-
diction based on limited data sources. One way to improve predictive maintenance
activities is to estimate a better behavior of the system, based on historical data from
various data sources and considering the link between a problem and the infor-
mation from downstream product life cycle phases. For example, one problem in a
rotor of a specific wind turbine can be traced by the test results of the manufacturer.
Therefore, by linking various data sources and further analyzing them, we can track
each maintenance problem more accurately and send feedback to the other stages of
product life cycle.

Problem Definition and Research Objective

The problem in a broad view is how to integrate data-based methods, which use life
cycle data in offshore wind turbine maintenance. Another part of the problem which
needs investigation is to identify best available maintenance strategies either data
based or non-data based and compare them with each other as well as with the
proposed method. The objective of this study is to investigate how available
information of one stage of offshore wind turbine life cycle like usage and operation
phase can be converted into effective knowledge. How this generated knowledge
can be integrated in the turbine’s life cycle in a way that makes improvement to
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other life cycle phases like maintenance phase. From the practical aspect the
objective is to investigate the possibility of developing a maintenance strategy for
the offshore wind farms.

Research Methodology

First, different data sources, such as supervisory control and data acquisition
(SCADA) system, maintenance operational data, statistical data, weather data, spare
part inventory data, drawing plans, geographical and other possible sources, should
be identified. Second, the relevant indicators should be selected and measured.
Then the data is modeled by means of machine learning and statistical techniques
and used to develop a maintenance strategy. Finally the performance of the method
is assessed and compared with those of other existing methods.

Expected Results

The expected outcome of this research would be a computer algorithm designed or
developed to integrate the information collected from various data sources. This
algorithm will be written in a suitable technical software language (e.g., R, or
MATLAB). The algorithm will be tested on data available from an offshore wind
turbine.
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Empty Container Management—The Case
of Hinterland

Stephanie Finke

Abstract The empty container management is one of the most popular problems in
shipping. The container repositioning is very expensive and shippers cannot gen-
erate profit with it, so it is very important for shippers to have an efficient container
management. This paper discusses the problem of repositioning empty containers in
a cheap way and it shows up a possible optimization for the problem. First, the
paper introduces the subject of the empty container management. This section is
followed by a problem description and a modified Inland Empty Container Depot
(IDEC) model based on Mittal, which solves the container problem. Afterwards,
there is a description of the further modification of the model for the empty con-
tainer management problem in hinterland, which is based on the modified IDEC.
This model additionally considers the container transportation by barge and train,
while the IDEC only uses the truck. In the last chapter of the paper, some possible
results are presented.

Keywords Container management - Empty container repositioning - Inland
depot - Modified IDEC - Hinterland

Introduction

The objective of empty container management is to make containers available for
reload while minimizing transport costs and maximizing benefits (Furio et al.
2009). Empty transports are often unavoidable, because normally the place of
container discharge and the place of loading are not identical. Hence, containers
have to be repositioned. Repositioning can be conducted on a local, interregional,
and global level (Hautau et al. 2008). The whole process of container logistics starts
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with discharging at importers place and ends upon positioning boxes at exporters’
location (Furiod et al. 2009).

It is very important to have an efficient empty container management for ship-
pers, because the transportation of empty boxes causes substantial costs, which are
nearly as high as the transportation of full containers. The difference between these
sorts of transportation is, that shippers can generate proceeds when they deliver a
full container, but they cannot generate any proceeds by repositioning empty
containers (Exler 1996). Drewry Shipping Consultants estimates global costs
incurred by repositioning empty containers for 2010 to 34.8 billion US-Dollar,
which is an increase of 3.5 billion US-Dollar according to 2009 (Drewry Shipping
Consultants 2011). Of this amount, 11.4 billion US-Dollars are related to land
transport and 23.4 billion US-Dollars to sea transport (Drewry Shipping
Consultants 2011). Each repositioning amounts to a total of 400 US-Dollars per
container. Overall, the proportion of empty transportation amounted to 21.3 % at
sea (Drewry Shipping Consultants 2011) and nearly 40 % at land (Konings 2005).

The global container traffic has more than doubled within the past decade. In the
year 2000, there was a traffic of 236.7 million TEU and according to 2010, there
was 548.5 million TEU. The percentage of empty containers in the total container
amount has only minor fluctuations and conducts in the past five years an average
of 21.3 % (Drewry Shipping Consultants 2011).

It is assumed that a container only spends 20 % of its lifecycle at sea and 56 % it
is empty, i.e., it is under repair, in maintenance, or in transit (De Brito and Konings
2008). This high unproductive part has to be reduced in order to make the use of
containers more efficient. Apart from this, there are also 1.5-2.5 million TEU stored
in the hinterland of seaports so that there is a high space requirement, resulting in a
shortage of storage areas in ports (Vojdani and Lootz 2011). “For the benefit of port
operators, shippers and carriers, the number of empty boxes sitting at the terminals
should ideally be nil or very few” (Boile et al. 2004).

Conception of a Mathematical Model

One possible solution of the empty container management is presented by Mittal in
her dissertation. She developed a mathematical model, which minimizes the total
transport costs and adds additional space for storing containers in the hinterland, by
opening new depots next to customer destinations (Mittal 2008). The model is
formulated as “an inventory-based capacitated depot location problem under
deterministic (...) demand patterns” (Mittal 2008) with a planning horizon of
10 years. In this section, the modified Inland Empty Container Depot (IDEC),
which bases on Mittals model, will be presented. The difference to Mittals model is
that there is a planning horizon of one year and only one shipper and one depot
operator are regarded. In addition some variables are doped off and some variables,
like the dummy variable z; is introduced in the constraints.
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Before the objective function can be presented, some assumptions have to be
introduced. The first one is that there is no direct transport between an importer and
an exporter and there is also no transport between the depots in a region.
Furthermore, there is a linear cost structure. The operating costs at each depot are
equal. A shipper can get a container out of a depot, if it is assigned to it. Each
exporter and importer is also assigned to only one depot. Variables, which are not in
the formulation have to be zero.

The objective function is the following:

Z:miani*y,»—i— Z Z(Sj*xﬁ*cﬁ)—i— Z Z(Dk * Xjt * Cig)
i ik

icF j

+ Z Z (xih * ci;,) + Z Z (Xhi * Chi)
i h koo

The first term presents the fix costs for opening a depot. The following terms two
to five stand for transportation costs within the network. For example, the second
and the third term are transportation costs between importer and depot, respectively
exporter and depot. At fourth and fifth place, the costs between port and depot or
rather depot and port are shown. Beside the objective function, there are some
constraints. First of all, there are 4 constraints, which are presenting the demand and
supply of empty containers by the port, the exporter, and the importer. Additionally,
there is another constrain, which describes the initial inventory of containers in a
depot. A sixth constrain keeps a depot open, when a volume of containers arrives,
furthermore it ensures that the capacity of the depot would not be passed. In a
seventh constraint it is ensured that depots, which already exist in the region, will
stay open. In addition, there also will be needed 4 constraints, which define the
variables of the port, the exporters, the importers, the depots, and the depot
inventory as non-negative. At least, there are two last constraints, which are inte-
grality constraints (Mittal 2008). Beside these constraints, there are some totally
new constraints, which Mittal did not have and which are not modified. There are
two constraints, which ensure that the whole transport volume uses the same link.
Another two constraints assigns the importers and exporters to only one depot,
when it is open. Because of this simple assignment two dummy variables have to be
introduced and two constraints defines this as binary.

Further Model Development

In order to develop a new model from the presented relationships above, the fol-
lowing steps have to be done: As a first step to solve the empty container problem
in the hinterland, the literature should be reviewed in order to seek out existing
solutions. After that in a second step, the network of waterways and rail in Germany
should be analyzed in order to get rid of free potentials in intermodal transportation.
As a third part, a mathematical model should be setup. For this model, the modified



154 S. Finke

IDEC will be modified by expending it about intermodal transportation. That means
the model will regard the transportation by truck, by train, and by barge. Also the
assumptions and the constraints have to be modified, i.e., a new variable for train
and barge have to be introduced and there have to be a constraint for the cost
structure for all types of transportation. The purpose of IDEC and the modified
IDEC is to reduce transportation costs by building up depots in inland, and in
addition to create new storage capacity out of the ports. Another and or additional
idea is to integrate the model of Dry Ports in the modified IDEC and to generate a
hub and spoke network between the port, the importers, the exporters, and the
terminals. In conclusion, the modified model will be tested in a case study. This
study will focus on the port of Bremerhaven with its hinterland. The hinterland will
be represented by Germany. All in all I will focus on hinterland transportation and
regional repositioning.

Expected Results

After implementing the modified model, the total transportation costs should be
reduced by avoiding preventable empty trips. In total, the model should be very
realistic and it should be able to implement the intermodal transport in empty
container repositioning. Ideally, the modal split will be equal in all the types of
transportation, by truck, by train, and by barge.

References

Boile M, Theofanis S, Mittal N (2004) Empty intermodal containers—a global issue. In: Annual
forum of the transportation research forum, Northwesten University, Transportation Center,
Evanston, Illinois, 21-24 Mar 2004

De Brito MP, Konings R (2008) Container management strategies to deal with the East-West flows
imbalance. Paper during: logistics and freight cluster meeting in the Netherlands, Delft,
Netherlands, 27-28 Mar 2008

Drewry Shipping Consultants (2011) Container market 2011/12: annual review and forecast.
Drewry, London

Exler M (1996) Containerverkehr: Reichweiten und Systemgrenzen in der Weltwirtschaft.
(Niirnberger wirtschafts- und sozialgeographische Arbeiten, Bd. 50, Hrsg.: Prof. Dr. Ritter, W.,
Prof. Dr. Ruppert, R., Prof. Dr. Weigt, E.) 1. Aufl. Niirnberg: Wirtschafts- und
Sozialgeographisches Inst. der Friedrich-Alexander-Univ. Erlangen-Niirnberg

Furi6 S, Andrés C, Lozano S, Adenso-Diaz B (2009) Mathematical model to optimize land empty
container movements. Papers during: the 6th international mediterranean modeling multicon-
ference, the international conference on harbor, maritime & multimodal logistics modelling and
simulation, Puerto de la Cruz, Tenerife, 23-25 Sept 2009

Hautau H, Hiittmann B, Kasiske F (2008) Bedeutung der Leercontainerlogistik fiir die Hamburger
Hafenwirtschaft. In: Internationales Verkehrswesen, Bd. 60, Nr. 1+2, S. 25-31

Konings R (2005) Foldable containers to reduce the costs of empty transport? A cost-benefit
analysis from a chain and multi-actor perspective. Marit Econ Logistics 7(3):223-249



Empty Container Management ... 155

Mittal N (2008) Regional empty marine container management. Dissertation Rutgers, The State
University of New Jersey, Graduate School-New Brunswick

Vojdani N, Lootz F (2011) Modellierung und Bewertung der maritimen Leercontainerlogistik
unter Beriicksichtigung des Container-Poolings. (7. Fachkolloquium der wissenschaftlichen
Gesellschaft fiir Technische Logistik (WGTL): Proceedings, 03. Und 04. Mai 2011, Hrsg.:
Vojdani, N.). 1. Aufl. S. 112-125. Dortmund: Praxiswissen Service



Part 11
Synchronization



Synchronization in Vehicle Routing:
Benders’ Decomposition for the Home
Health Care Routing and Scheduling
Problem

Dorota Slawa Mankowska

Abstract This chapter investigates a vehicle routing problem with synchronization
requirements for the services provided to customers. The problem finds an appli-
cation in the home health care branch, where staff members of health care agencies
have to be routed and services at patients’ homes have to be scheduled. The latter
can involve simultaneous services, where two staff members have to serve one
patient jointly, and services with given precedence, where two service operations
have to be provided to a patient within a given time distance. This paper presents a
Benders’ decomposition method for solving this problem exactly.

Keywords Routing - Scheduling - Synchronization - Interdependent services -
Home health care - Benders’ decomposition

Introduction

One of the currently established extensions in the research on vehicle routing
problems is the synchronization of vehicle routes. Synchronization is necessary if
two or more vehicles or service operators must visit a location to provide a service
(Drexl1 2012). One example is found in cross-docking, where cargo is transferred
from one vehicle to another (see e.g. Wen et al. 2008). Here, the routes of the
involved vehicles must be synchronized such that the vehicle which provides the
cargo, arrives earlier at the cross-dock than the vehicle which receives the cargo.
The problem considered in this paper is an uncapacitated VRP with application
to home health care. It gains in importance due to a growing number of
care-dependent people, see the report of the World Health Organization (Tarricone
and Tsouros 2008). In order to relieve family members of supporting their
care-dependent relatives, Home Health Care Companies (HHCCs) take over on-site
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services for persons in need. Different staff members work for a HHCC, for
example nurses, doctors, social workers, physiotherapists, food couriers, and the
like. The offered services include, for example, administration of medications, help
by performing daily tasks (bathing, washing or getting dressed), delivery of meals,
housekeeping, therapeutic exercises, etc. The different qualifications of staff
members can comprise, for example, number of languages spoken, permission to
run errands, or a license to administer drugs. Each patient requires certain services
that must be performed by suitably qualified staff members. Three general types of
service requirements are distinguished:

o Single service:
One staff member provides a single service at a patient’s home.

o Simultaneous double service:
Two staff members provide a joint service at a patient’s home as needed if, for
example, a physically disabled patient must be lifted or bathed.

e Double service with precedence relation:
Two staff members have to visit a patient at different times. The time distance
between the first and the second service operation is given and must be kept in a
work plan. This situation occurs if, for example, drugs have to be administered
exactly 30 min after lunch.

For the described problem setting, the so-called Home Health Care Routing and
Scheduling Problem (HHCRSP) is to route the staff members and to schedule the
service operations. The contribution of this paper is to provide an exact solution
method for the HHCRSP, which can accommodate the HHCC’s wishes of
high-quality plans as well as high-quality services and, thus, level up the satis-
faction and comfort of the patients.

Literature

Synchronization in VRPs is a constantly growing research field. A survey on this
topic is presented by Drexl (2012). The author classifies synchronization in four
types. Operations synchronization means that more than one vehicle is involved in
performing a service task. Movement synchronization describes a joint movement
of autonomous and nonautonomous vehicles. Load synchronization refers to
capacity restrictions for the vehicles. Resource synchronization requires decisions
on the use of scare resources by vehicles, e.g., capacity of a vehicle. Obviously,
only operations synchronization has application to the problem considered in this
paper. In particular, the double service operations involved in home health care
operations management belongs to this category.

Papers dealing with operations synchronization in various practical applications
are found, for example, in Li et al. (2005), Goel and Meisel (2013), Haase et al.
(2001), and Freling et al. (2003). Li et al. (2005) synchronize film shooting
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activities performed by a media company at various sites, where workers have to
wait for each other to start a task simultaneously. In Goel and Meisel (2013),
maintenance tasks in electricity networks have to be synchronized such that the
downtime of power lines is as short as possible. Haase et al. (2001) and Freling
et al. (2003) consider a combined vehicle and crew scheduling problem for urban
mass transit systems. Here, the drivers are allowed to change buses at some loca-
tions in the transport network. The synchronization of arrival times of the bus
drivers is incorporated within the time table.

Within the young but growing field of health care operations management have
been developed different routing problems. However, only few papers deal with
synchronization among services. Bredstrom and Roénnqvist (2008) propose a
mixed-integer linear programming (MILP) model for the homogeneous HHCRSP
together with a simple heuristic. Rasmussen et al. (2012) model the HHCRSP with
homogeneous staff members as a set-partitioning model with side constraints and
develop a Branch-and-Price algorithm. Heterogeneous staff members are considered
by Eveborn et al. (2006). They present a system for staff planning called
LAPS CARE. The problem is solved by a repeated matching heuristic. Synchronized
visits are split two visits with fixed start times. Another paper dealing with the
heterogeneous HHCRSP is presented by Kergosien et al. (2009). They propose a
MILP model with additional cuts and technical improvements. Here, the double
service patients are modeled by duplicating nodes, for which a temporal synchro-
nization must be respected. Also in Mankowska et al. (2014), heterogeneous staff
members and synchronization requirements are considered. A MILP model is pro-
posed together with a heuristic solution method. Still, there is a lack of exact solution
methods for this problem. The contribution of this paper is to provide such a method
for the HHCRSP.

Mixed-Integer Programming Model for HHCRSP

In order to make this paper self-contained, we provide the mathematical formula-
tion for the HHCRSP as has been proposed in Mankowska et al. (2014). This model
is later used to develop the Benders’ decomposition method.

Given are a set of patients C, a set of service types S, and a set of differently
qualified staff members V. The qualifications of the staff members are defined by
binary parameter a,; which equals 1, iff staff member v € V is qualified to perform
service operation s € S, 0 otherwise. The set of patients’ homes and the central
office of the HHCC (node 0) are represented by set C° = CU{0}. The binary
parameters 7;; define whether or not service s € S is required by patient i € C.
According to the patients’ service requirements, set C can be partitioned into a set
of single service patients C°* and a set of double service patients C. Furthermore,
minimal and maximal time distances for double service operations are given by
non-negative parameter ™" and O™, respectively. For oM =™ =0, a
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simultaneous service is required. The case 0 # d™" < 3™ implies that the second

service operation required by the patient must start at least 5?‘“’, but not later
than 6] time units after the first service operation. For double services with
precedence, we assume that the service operation with the lower index s must be
performed before the service operation with the higher index.

The distance and traveling time between two locations i and j is given by d;;. The
duration of service s at patient i is denoted by p;,. For each patient i a time window
[ei, ;] is given for the start of the service operation(s). In case of a too early arrival
of the staff member, he or she has to wait until time e;. Services starting later than /;
effect tardiness, which allows taking up all services into a work plan even if time
windows are very tight. This is because all care-dependent people should receive
their help every day even if the workers are behind schedule.

The model uses the routing variables x;,,, equal to 1 iff staff member v moves
from i to j to provide service operation s at patient j, 0 otherwise. The scheduling
variable ¢;,; measures the service start time of service operation s at patient i pro-
vided by staff member v. The tardiness of the service operation s at patient i is
measured by zjs.

The HHCRSP is modeled in (la, 1b)—(11). Objective function (1a) minimizes
the total distance traveled by the staff members as this incurs the relevant cost for
the HHCC. Secondary goal (1b) is to minimize the overall tardiness of services. It
means that for an optimal routing determined by (1a) a scheduling with the minimal
overall tardiness (1b) is determined.

min — Z Z szy * Xijvs (1a)

ieCljeCOveVsesS

min — Z sz (1b)

icClseS
Z ZXOivs = Z inOVS =1 WweV (2)
ieCVsesS ieCVses
Z ijivs = Z Zx,;m Vi € C,veV (3)
ieCVseS ieCVseS
Zzavs'xjivs:ris VieC,VGV (4)

vEVjeCO
tivs; + Dis, +dij§tjvs2 +M, (1 _xijvsz) Vie CO, jeC,veV, s, €S (5)

thws>e VieC,veV,seS (6)
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tvs <lLi+zis Vi€ C,veV,seS (7)

1ivasy — tivis; >0 — My | 2 — ijilel - ijivzxz
jeco jeco (8)

VieCd, vi,va €V, 51,5€8 : 51 <s»

tvasy — tvis1 <67 +Ms | 2 — ijivlsl - ijivzsz
jeco Jjeco (9)

ViECd, V1, EV, 51,58 51 <85,
Xijus € {0, ays 135} Vi, jeC?, veV, seS (10)
livs, 2s >0 Vie C' veV,se S (11)

Constraints (2) guarantee that the central office of the HCC is the start and end
location of all routes. The route inflow—outflow conditions are ensured by (3).
Constraints (4) ensure the assignment of each service to exactly one suitably
qualified staff member. The service start times are determined by (5) accordingly to
the service durations and traveling times. Constraints (6) guarantee that services
start after the beginning of the corresponding time windows. Constraints (7)
measure the tardiness of services. The minimal time distance between the two
service operations involved in a double service is guaranteed by (8) and the
maximal time distance is guaranteed by (9).

Exact Solution Method

Decomposition approaches are effective methods for solving linear problems by
breaking them up into smaller ones and solving them separately, either parallelly or
sequentially. One of the powerful decomposition approaches is Benders’ decom-
position for solving MILP models (Benders 1962). This method has been suc-
cessfully adapted for various problems, for example, in aircraft routing and crew
scheduling (Cordeau et al. 2001), locomotive and car assignment (Cordeau et al.
2000), and hub location (de Camargo et al. 2008). For adopting the Benders’
decomposition procedure to the HHCRSP, we present the model in a matrix form:

min — d"x (12a)

min — ¢z subject to (12b)
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Ax<b (13)

Tx+Qt>r (14)

I>t—z (15)

xe {0, eHetvEs e gICHVIBL o o gl (16)

The corresponding matrices A, T, Q, and vectors b, r can be easily derived from
model (1a, 1b)—(11). The objective functions (1a) and (1b) correspond to (12a) and
(12b). Constraints (2)—(6) as well as (8)—(9) constitute matrices T, @, and r in (13).
Constraint (15) is the matrix form of (7). The domains of the decision variables (10)
and (11) correspond to (16). The Benders’ decomposition procedure partitions
the model into two subproblems called master problem and slave problem. In the
master problem (17)—(19), only binary decision variables and their corresponding
constraints are included. This problem is assumed to be bounded, which means that
at least one solution of the problem exists.

min — d'x subject to (17)
Ax<b (18)
xe {0’ 1}‘CU‘~|CU|“V“|S‘ (19)

The optimal integer solution of master problem x* is then sent to the slave,
which tests feasibility with compliance to the continuous variables. Since the slave
problem serves as a feasibility check for the master’s solution, its objective function
plays a secondary role in the Benders’ decomposition. More precisely, slave
problem (20)—(23) strives for the secondary objective (1b). This means, for a given
routing delivered by the master problem, the slave finds the tightest possible
schedule for the service operations.

min — ¢'z subject to (20)
Ix*+0t>r (21)
I>t—z (22)

0. . .
te RICTVB ¢ gI°TH (23)
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Since we assume the master problem to be bounded, two situations can occur
when trying to solve the slave problem:

1. A feasible schedule can be found for the optimal routing x.
2. No feasible schedule can be found for the optimal routing x”.

If the slave problem is solved feasibly, the method terminates returning the
optimal solution for the problem. If the slave problem is infeasible, a so-called
Benders’ feasibility cut must be added to the master problem. Then, the solution
process is repeated to obtain a feasible solution to the overall problem or to add
further feasibility cuts if required. Codato and Fischetti (2006) propose to use
combinatorial feasibility cuts for MILP models which we also use in our imple-
mentation. For these cuts, we identify those scheduling constraints which cause the
infeasibility of the slave under the current routing x". From these constraints, we
derive a minimal infeasible subsystem MIS which refers to indexes corresponding
to these x~ from which at least one value has to be changed to break the infeasi-
bility. The MIS is any inclusion-minimal set of quadruples (i, j, v, s) such that the
linear subsystem T,:ivsx;;w + Qivstivs = TijusVi,j, v, s € MIS has no feasible (continu-
ous) solution ¢. This condition can be formulated as linear inequality (24). This
inequality is added to the master which is then solved again to get a new routing.

Z Xijvs + Z (l - xijvs) > 1 (24)

i,/',vAseMIS:xf/.m:O i.j,v;eMlS:x;.m:l
In the HHCRSP, if the solution obtained from the master is infeasible for the
slave, no feasible schedule can be found for the given routing. Since binary and
continuous variables are linked by big-M expressions in (5), (8), (9), only variables
X;,s With value 1 can cause infeasibility. This means that the MIS will not include

any x

ijvs
summand from (24). In other words, the only situation in which no schedule can be
found for a given routing is if the routing includes a cycle. Hence, the MIS includes

those indexes corresponding to variables x;, = 1 which constitute the cycle with
the smallest number of edges. The purpose of the feasibility cut is then to change at
least one value of the MIS-indexed x-variables from 1-0 to break the cycle. An
alternative representation of feasibility cut (24) is therefore given by (25), where
[MIS| refers to the cardinality of the minimal infeasibility subsystem.

=0 for some i,j € C°, c € v, s € S and, thus, we can remove the first

> X <IMIS| — 1 (25)

ij,v,seMIS

The complete scheme of our implementation of Benders’ decomposition is
sketched in Fig. 1.
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solve master —» x* i

is slave
feasible for
x> 7

| search for MIS |

l

add combinatorial Benders’ cut

optimal | |
solution found Xijps < IMIS| =1
ijvseMIS

Fig. 1 Combinatorial benders’ decomposition scheme

Computational Experiments

We conduct a numerical experiment to evaluate the performance of the proposed
Benders’ decomposition. The procedure has been implemented in JAVA using Ilog
Cplex Concert Technology. The experiment is performed on a 3.40 GHz Intel Core
computer. Test instances.

We use two sets of test instances (A and B) that contain ten instances each. These
instances are taken from Mankowska et al. (2014). In set A, each instance contains
three staff members and ten patients (seven single service patients, one simulta-
neous double service patient, and two double service patients with precedence). In
set B, each instance includes five staff members and 25 patients (17 single service
patients, four simultaneous double service patients, and four double service patients
with precedence). The rest of the parameters are described in Mankowska et al.
(2014) in greater detail.

Test Results

We compare the performance of our Benders’ decomposition approach with ILOG
Cplex 12.5.1. The runtime limit is set to two hours per instance for each method.
Note that Benders’ decomposition delivers a feasible (and optimal) solution only if
it terminates within the given runtime limit. If it does not terminate, merely a lower
bound on the objective function value is obtained from this method.

The computational results are presented in Table 1. For each instance and
method, upper bounds (UB), lower bounds (LB), and runtimes (cpu) in seconds are
reported. UB are the routing cost measured by (la) of feasible integer solutions
found within the given runtime limit.
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Both of the methods solve all instances from set A to optimality, where Cplex is
clearly faster than Benders’ decomposition. For set B, Cplex obtains integer feasible
solutions for all instances but none of the solutions is optimal. To the contrary,
Benders’ decomposition is capable of solving two instances to optimality. In addi-
tion, it finds a better lower bound for instances B; and Bj,. Although the perfor-
mance of Benders’ decomposition is not stable, it is the only method that delivers at
least some optimal solutions for these test instances. Together with the improved
lower bound, these results can be used, for example, to investigate the performance
of new heuristic solution methods.

Conclusion

In this paper, we have presented an exact solution method for a vehicle routing
problem with synchronization requirements. This problem is found in the field of
home health care operations management, where double services provided by two
staff members are required by the patients, i.e., simultaneous double services and
double services with precedence relation. The proposed solution method is based on
Benders’ decomposition approach with combinatorial Benders’ cuts adapted to the
needs of the HHCRSP. The solution method delivers some improved LB and some
new proven optimal solutions. Future research will address improvements of the
method in order to achieve a more stable performance of the algorithm.
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Heterogeneity of Velocity in Vehicle
Routing—Insights from Initial
Experiments

Jorn Schonberger and Herbert Kopfer

Abstract Vehicle routing comprises a variety of fleet disposition problems. We
compare the performance of a homogeneous fleet of vehicles with the performance
of a mixed (or heterogeneous) fleet of vehicles consisting of big but slow trucks and
small but fast vans. We consider a scenario with operation starting time synchro-
nization, e.g., a scenario in which two vehicles have to be assigned to a customer
location and both selected vehicles must start their unloading operations at the same
time. Within computational simulation experiments, we demonstrate that the fuel
consumption as well as the makespan benefit from the deployment of a mixed fleet.

Keywords Vehicle routing - Heterogeneity - Velocity - Planning goals
Synchronization

Introduction and Motivation

Vehicle routing comprises a variety of fleet disposition problems (Golden et al.
2008). Planning goals targeted in vehicle routing comprise the minimization of
(i) the total travel distance of the available vehicles (ii) driver working hours or
(iii) fuel consumption (Kopfer et al. 2013). Time-related aspects are quite important
for the determination of transport processes. Explicit time windows are considered
in the determination of vehicle routes, but sometimes, a temporal coordination
between the operations of two or even more vehicles commonly serving a customer
demand is necessary. A vehicle routing problem with intervehicle operation time
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requirements belongs to the class of vehicle routing problems with synchronization
requirements (Drexl 2012).

In this paper, we report about a project in which two vehicles commonly fulfill a
customer location and must start their unloading operation at nearly the same time.
At such a customer side it is required that the first arrived vehicle postpones the start
of its unloading operation until the second vehicle has arrived. In order to reduce or
even prevent waiting times the incorporation of quicker vehicles is reasonable.
Although, these vehicles might reach customer locations earlier (and potentially
contribute to the reduction of waiting times) the incorporation of such a vehicle
requires the solving of two challenges. First, the payload of a quicker vehicle is
reduced and, second, the margin fuel consumption for each additionally carried
payload ton is also increased (Kopfer et al. 2013). In the research reported here, we
want to find first answers to the following research question: Is it useful to enrich a
homogeneous fleet by a smaller but faster vehicle if the goal is to minimize
makespan and waiting times in a vehicle routing problem with operation time
synchronization? Is there a tradeoff between the reduced waiting times a shortened
makespan and the increased margin fuel consumption (per each ton of payload)?

A Heterogeneous Vehicle Routing Problem

Literature. Recent surveys on vehicle routing problems are delivered in the papers
by Kumar and Panneerselvam (2012a, b) and the book by Golden et al. (2008).
Drexl (2012) proposes a classification scheme for different types of synchronization
requirements. A recent compilation of different contributions to the understanding
and management of heterogeneous vehicle routing problems can be found in
Subramanian et al. (2012). Lecluyse et al. (2013) investigate a scheme to consider
travel times in vehicle routing problems. Time-oriented objective functions for
vehicle routing problems are discussed in the context of rich vehicle routing
problems (Drexl 2012a). Lahyani et al. (2011) investigates the minimization of the
total waiting times in a route set as one objective function in a bi-objective-function
model. The makespan minimization in vehicle routing is addressed by Rambau and
Schwarz (2013).

Verbal Problem QOutline. A fleet F of m vehicles is available. Each vehicle
f provides payload capacity C(f) and it travels with the speed V(f). Vehicle f is
located at a start node S(f). From here, it serves some customer locations and finally
travels to a terminal node T(f). An individual transport demand specified by a
customer is called a request. A request requires the transport of different com-
modities of known quantities. Here, we assume that the quantities of the different
commodities are equal. Then a request r = (+"; 7 ; g,) expresses the necessity of a
freight carrier to transport the quantity ¢, of a commodity from the pickup location
7" to the delivery location . All known requests are collected in the request
portfolio P. This portfolio is partitioned into the two sets P™* and P™%. Each
request contained in the first mentioned set requires the assignment of exactly two
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vehicles from F. Such a request is called a flexible request. A flexible request
comprises two commodities (each has the size g,) that are not allowed to be con-
solidated within one vehicle. A regular request r comprises only of commodity of
size g,, and it has to be fulfilled by one vehicle. In contrast to a split delivery vehicle
routing problem (Archetti and Speranza 2013), the assignment of two vehicles to a
flexible request in the here reported situation is mandatory but not an option. We
first construct a directed and double-weighted mathematical graph G = (N, A, d,
s) from the available data as the groundwork for the definition and modeling of the
investigated decision problem. Without loss of generality, we assume that all
involved locations are pairwise different. Let N* be the set of all pickup locations r*
(r € P), and N is defined as the set of all delivery locations, respectively. The set
N = N* U N~ comprises all customer locations, but the sets N and N**°P
contain the home nodes and stop nodes of the vehicles. The node set N of the graph
is then defined by N: = N°**' U N**™ U N*°P, Each arc (i, j) € A: = N X N has a
length d(i, j). For each node i € N the least stopover time s(i) is known. The value s
(i) corresponds to the time needed to load or to unload a commodity at node i and s
(i) equals O if i belongs either to N**" or to N*°P.

The decision task to be solved is now to determine exactly one path for each
vehicle f € F, so that the path of vehicle f originates from node S(f) (C1) and
terminates in node 7(f) (C2). Two vehicles must be assigned to each flexible request
(C3) and one vehicle has to be assigned to a regular request (C4). For request r it is
necessary that the pickup node r* is visited before the associated delivery node
r (CS5). It is not allowed to exceed the maximal allowed payload C(f) of a vehicle
fat any stage of the assigned path (C6). After the paths of the vehicles are fixed it is
necessary to determine the starting times of the operations to be executed in the
sequence predicted by the determined paths. For each vehicle f, the earliest possible
arrival time at; at node i is calculated. Furthermore, the starting time st; of the
operation to be executed at i is derived as well as the completion time ctg;: = st; + s
(i) and the time If; at which vehicle f leaves node i. Obviously, it is
ats < st < cty < lty; in case that vehicle f visits node i. The maximal time granted to
vehicle f for traveling from S(f) to T(f) is limited. It is not allowed that the time
between leaving the start node and arriving at the terminal node exceeds 7" time
units (C7). A flexible request must be visited by the two vehicles f and g. It is
necessary to coordinate the two associated delivery operation starting times s¢; and
st;. Here, coordination is achieved if st; and st,; do not differ more than DT™** time
units (C8). A feasible solution of the outlined decision problem fulfills all the
conditions (C1)-(C8).

The postulated coordination requirement let intervehicle coordination of the
operation schedules of different vehicles become inevitable. Assume that vehicle
[ arrives at time at; at node i which is the delivery location of a flexible request.
A fleet dispatcher has two options to prevent violations of the coordination
requirement (C8) if the second selected vehicle g will arrive at time
aty; > at; + DT™. Option one is that the dispatcher postpones the start of the
unloading operation of vehicle f at node i until time az,,—~DT™. However, the
insertion of waiting times along the vehicle paths could lead to the exceeding of
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the maximal allowed path duration 7"** and it can contribute to the prolongation of
the makespan. For option two, the dispatcher instructs vehicle f to go to another
node before going to node i at the expense of detours resulting in additional travel
expenses and additional fuel consumption. In order to meet the makespan constraint
(C7) and the coordination requirement (C8) it is necessary to consider both options
for each node that requires operation starting time coordination. We will investigate
the objective functions that minimize the total travel distance (MINDIST), the fuel
consumption (MINFUEL), the waiting times (MINWAIT), or the makespan
(MINMYS).

Decision Model. Parameters are introduced in order to describe if a certain node
i is a loading node or an unloading node associated with a request ». The binary
parameter p*(r, i) is set to I if and only if node i is the pickup node associated with
request r. Similarly, the binary parameter p (r, i) is set to / if and only if node i is
the delivery node of request r. We are going to model the aforementioned decision
situation as a mixed-integer linear program using the following decision variable
families: y,, (binary decision variable, equals 1 if and only if request r is assigned to
vehicle f); x;; [binary decision variable, equals 1 if and only if vehicle f travels
along arc (i, j)]; at; (non-negative and continuous decision variable, arrival time of
vehicle fat node i); st; (non-negative and continuous decision variable, starting time
of un/loading vehicle f at node i); ct; (non-negative and continuous decision
variable, completion time of un/loading operation of vehicle f at node i); It
(non-negative and continuous decision variable, time when vehicle f leads node i);
wy; (non-negative and continuous decision variable, inbound load carried by vehicle
ftonode i); A; (continuous decision variable, variation of the payload of vehicle fat
node /1, 20 if i is a pickup node, <0 if i is a delivery node contained in the path of
vehicle f); MS (non-negative and continuous decision variable, represents the
makespan associated with the fulfillment of the request portfolio P by fleet F).

Two different vehicles are selected to serve a flexible request (1) but a regular
request is served by exactly one vehicle (2). It is not allowed to travel to a start node
(3), exactly one vehicle leaves a start node (4) and constraint (5) ensures that the
path constructed for vehicle f € F originates from its start node S(f) € N**".
Similarly, it is prohibited to leave a stop node (6), exactly one vehicle terminates its
path in a stop node (7), and constraint (8) enforces the termination of the path of
vehicle f € F in the dedicated destination node T(f) € N*°P. If vehicle f visits
customer node i then it also leaves this node and vice versa (9). Vehicle f visits 7" if
and only if f serves request r (10) and f visits r if and only if fis assigned to request
r(11).

Zy,f:2Vr€Pﬂe" (1)
fer
> vy =1Vrepee (2)

fer
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(11)

(12)

(13)

(14)

(15)

(16)

At the beginning of the route the vehicle load is 0 (12). Constraint (13) recur-
sively determines the load variation of vehicle f at node i. The calculated load
variation Ay is used to update the vehicle payload along the vehicle path (14). The
payload of a vehicle is limited by restriction (15). Finally, constraint (16) ensures
that a vehicle terminates without carrying any payload. Following the classification
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in Drexl (2012), the constraints (12)—(16) are resource synchronization constraints
that control the usage of the vehicle capacities.

ats(p) = Stys() = sy = sy =OVf € F (17)
at <stz; Vf€F,VieN (18)
sti+s(i) =ctz VfeF,VieN (19)
ctp<lzVfeF,YieN (20)

d;
ctf;+v—(’ﬁ)§azfi+(l—xi];f-)-MVfEF,Vi,jeN (21)
Cly+ Salfrﬁ*(l*y,f)-MerP, VfeF (22)

The requirement to visit the pickup node earlier than the associated delivery
node of a request is coded in the constraint families (17)—(22). The operation times
at the start nodes are set to O for all vehicles (17). It is ensured that the arrival time
of a vehicle at a node precedes the start time of an operation at this node (18). The
completion time is calculated for each operation (19). It must be earlier than the
associated leaving time (20). The operations along the path of vehicle f are cal-
culated recursively (21), taking into account the individual vehicle speeds. Vehicle
f completes its loading operation at node r* before the unloading operation at r~ is
started (22). It is reasonable to assume that the service time s(i) at node i € N
is >0 and therefore the recursive arrival time calculation prevents the installation of
short cycles which remain unconnected either to a start node or to a stop node.

Sty — St SDT™ + (2 =y — ) MY reP, Vfi, h€F (23)
St — Sty SDT™ + (2 =y, —yi) MY reP,Vfi, o €F (24)

Let r be a flexible request and let the two vehicles f; as well as f> be assigned to
r. In order to ensure that both vehicles start the execution of the unloading operation
at r in a coordinated fashion it is necessary that the starting times of the operations
at v of both involved vehicles are similar, e.g., they differ not more than DT™**
time units. To code this condition in terms of linear constraints, the two constraint
families (23)—(24) are setup. Again, the M-factor ensures that any of these two
constraints is only activated if (and only if) request r is served by both services f; as
well as f>.

llﬂ"(f) <MS < T (25)
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Constraint family (25) limits the makespan MS to 77,

ZMINDIST Z Z Zd i J - Xif (26)

fEF i€eN jeN

ZMINEUEL = N TN N d(i, ) - (agxip + bray) (27)

fEF ieN jeN
ZMINWAIT — Zatﬂ" Z Zyrf +S ))
feF fEF ieN jeN reP feF
(28)
ZMINMS — MS (29)

The mixed-integer linear program (1)—(25) is a multi-commodity network flow
problem enriched by additional intercommodity restrictions on the node visiting
times. Each flow can be evaluated by different performance indicators whose value
is subject of optimization. In the here reported research, we combine the constraint
set (1)—(25) with the minimization of the overall travel distance (26), the mini-
mization of the quantity of the consumed fuel (27) as proposed in Kopfer et al.
(2013) and the minimization of the total inserted waiting times (28), and the
minimization of the makespan (29).

With the goal to verify the proposed decision model we have setup the trans-
portation scenario outlined in Fig. 1. Vehicles are positioned at the depot node O
waiting to be deployed to serve the three requests (1; 2), (3; 6), and (4; 5). The
request (3; 6) is flexible, but the two remaining requests are regular. Request (4; 5)
requires the movement of a quantity of 2 tons, but the request (1; 2) demands the
movement of 0.5 tons. Each vehicle serving the flexible request (1; 2) must move
0.5 tons. The unloading operations of the two vehicles at node 6 must start at the
same time (DT™ = 0).

We distinguish two configurations. In the first configuration (HOM), a homo-
geneous fleet comprising four identical vehicles of category VC; s (Kopfer et al.
2013) is available. Each of these vehicles has a payload capacity of 3.25 tons, and
the speed is scaled to 1 distance unit per time unit. The fuel consumption is
determined by the parameters ay = 15 and by = 1.54 for f = 1,..., 4. In the second

® ® o
o=
o OINO

Fig. 1 Layout of the test scenario
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configuration (HET), a fifth vehicle is added to the fleet. This additional vehicle
belongs to the vehicle category VCj s. It has a payload capacity of 1.5 tons, but its
speed is 1.5 distance units per time unit. Its fuel consumption is determined by
as = 8 and b3 = 3.31.

Computational Experiments

We observe the four performance indicators travel distance, fuel consumption,
makespan, and waiting time of a route set. In an initial experiment (first phase
experiment), we optimize these four indicators individually. To do this, we combine
the constraints (1)—(25) with each of the four objective functions (26)—(29) into a
mixed-integer linear program. This program is configured for the two settings HET
and HOM and each of the resulting 8 instances is solved using IBM CPLEX 12.4.
We get the minimal objective function values Z(a, f) (e € {MINDIST; MINFUEL,;
MINWAIT; MINMAKESPAN}, g € {HOM; HET}).

Z(MINDIST, ) > > > > "d(i,j) - xy (30)
f€EF ieN jeN
Z(MINFUEL, ) > > > > d(i.j) - (apxis +byooy) (31)
f€EF ieN jeN

Z(MINWAIT, ) > " atgrs,

feF
(32)
fEF ieN jeN
= vlstr ) +s(r))
reP feF
Z(MINMAKESPAN, ) > MS (33)

In another experiment (second phase experiment), we repeat the previous eight
experiments but we add one of the constraints (30)—(33) to the original model in
order to control the corresponding performance indicator value that is not addressed
in the objective function. If we use for example, the distance minimization objective
function (26) then we setup and solve the following decision models consisting of
the original constraint set (1)—(25) plus (a) constraint (31), (b) constraint (32), and
(c) constraint (33).
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Table 1 Results from computational experiments
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Obj. Ref. Ref. @31 (32) (33)
ZMINDIST 1 HOM | (994.32) | 1052.44 (+6 %) | 1056.13 (+6 %) | 1263.45 (+27 %)
HET | (994.32) |1052.44 (+6 %) |994.32 (+6 %) 1263.45 (+27 %)
(30) (32) (33)
ZMINFUEL oM | (273.05) | 300.58 (+10 %) | 273.60 (+0 %) 304.70(+12 %)
HET |(268.42) [295.92 (+10 %) |268.42 (+0 %) 301.23 (+12 %)
(30) (31 (33)
ZMINWAIT oM | (0) 128.90 320 0
HET | (0) 24.65 166.07 0
(30) (3 (32)
ZMINMS HOM | (436.23) | 601.81(+40 %) 850.63 (495 %) | 436.23 (+0 %)
HET | (436.23) |472.52 (+8 %) 696.70 (60 %) 436.23 (+0 %)

The different optimal objective function values from the HOM and HET settings
are reported in the second column in Table 1. The incorporation of the faster vehicle
has several benefits which are striking for the time-oriented waiting time objective
function as well as for the makespan minimization if one of the other available
performance indicators is limited to the least possible amount (shown in columns
4-6 in Table 1). In case that the distance is not allowed to exceed the minimal
distance 994.32, then the amount of required waiting time (at node 6) is reduced
significantly if the faster vehicle is considered (compared to the HOM scenario).
Also the increase of the makespan as a response to the limitation of the allowed fuel
consumption and the prohibition of waiting at node 6 is less if the faster vehicle is
deployed (HET). The overall required fuel consumption does not increase com-
pared to the situation that can use only the bigger vehicles.

Figure 2 shows the variation of the optimal route set in response to controlling
one of the additional performance indicators in the MINMS experiments. Here, one
of the constraints (30)—(32) is added to the original decision model (1)-(25), (29) in
each experiment. The impacts of the utilization of the faster vehicle are striking.
First, in case that the minimal travel distance is limited ((HET; MINMS) + (30)), the
fastest vehicle is assigned to the longest route in order to keep the makespan as
short as possible. Second, in case that it is necessary to keep the fuel consumption
as low as possible then the faster vehicle is assigned to the longest route, but a long
part of this route requires empty travel. In the last experiment ((HET;
MINMS) + (32)), the fastest vehicle cannot be assigned to the longest route since
2 tons must be moved from 4 to 5 and the faster vehicle can carry only a payload
weight of 1.5 tons.
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(HOM; MINMAKESPAN)+(32) (HET; MINMAKESPAN)+(32)

Fig. 2 Variations of the routes in case that the makespan minimization is targeted and one of the
other performance indicators is under control by an additional constraint

Conclusion

We have investigated the benefits of enriching a homogeneous fleet of identical
vehicles by a faster vehicle. This vehicle consumes more fuel and its payload is
reduced compared to the other vehicles. However, in case that it is assigned to
execute a route then it helps to reduce the consumption of fuel, and the makespan if
the total travel distance is limited or if the total fuel quantity available is limited to a
quite low quantity.
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Future research will address more complex scenarios. The incorporation of small
but fast vehicles is promising, if explicit time windows compromise the compilation
of comprehensive routes. Here, we expect that the deployment of fast vehicles will
lead to the reduction of the makespan and to the saving of fuel.
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New Design of a Truck Load Network

Andy Apfelstidt and Matthias Gather

Abstract The production of full truck load (FTL) services has no standardisation
and industrialisation characteristics today. Despite the anticipated cost increases in
road freight transport, a large-scale and cross-company pooling of relation-related
transport volumes is not expected in the medium term. The main reason for this
situation is the ‘artisanal’ kind of production, characterised by an insurmountable
driver vehicle bond (often including trailer) resulting in a tight coupling between
the driver’s working time and vehicle operating time. The implementation of the
multi-shift operation as presented in this research follows a new, not previously
practised implementation process. Due to the fact that individual companies cannot
create their own synergies and coordinate individual transports in terms of a
sequential multi-layer operation, an enterprise-wide network has to be created. This
should be a network in which the ‘industrialised’ full load transport, in the form of
broken traffic (encounter traffic and shuttle services), can be mapped. The research
results are made available for practise and combined in a model-based framework
for modeling transport logistics processes and analyses. In a field experiment, the
economic effects of the restructured production processes will be investigated to
provide reliability for permanent participation to any company in the network.
Finally, after the establishment of the developed transportation network, highly
frequented depot links will be tested for their potential of bundling and following
shift to rail.

Keywords Transport networks - Logistic process modeling - Shared resources in
logistics
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Introduction

As part of the discussion about the sustainable design of freight transports’ future,
increased shift from truck traffic to rail is the declared political objective. According
to the latest studies and despite the best efforts, road transport remains by far the
strongest mode in the medium to long term (Ickert et al. 2007). Nevertheless, the
full truck load (FTL) traffic (so-called “house-to-house”—or “ramp-to-ramp traffic”
with non-specialised trucks) offers enormous potential to shift in favour of the
combined transport. This kind of transport represents the largest segment of road
transport with an estimated revenue of 15.8 billion € per year in total, directly
caused by shipper transport volume (Klaus et al. 2011).

Since the production of truck load services has no standardisation and indus-
trialisation characteristics today, a large-scale and cross-company pooling of rela-
tions related transport volumes is not expected in the medium term. This is the case
which despite the anticipated cost increases in road freight transport. So it must be
an objective of this research to make truckload shipments more efficient and thus
environmentally friendly. Beside, this research has to identify bundling potentials
through industrialisation and systematisation processes in order to facilitate the
shifting of a large part of this kind of traffic to other modes.

The German-language research on the subject of ‘FTL-transports in Europe’ is
limited to the work of Klaus and Miiller from Fraunhofer Institute Niirnberg. The
currently available literature on the topic of ‘industrialization of FTL traffic’ (Miiller
and Klaus 2009) in Europe describes the characteristics of the production of large
American fleet operators (Corsi and Grimm 1987) and attempts to transfer the
advantage characteristics of the so-called Advanced Truckload Firms (ATLF)
(Corsi and Strowers 1991; Rakowski et al. 1993) to the European market. ATLF in
North America have a very high degree of industrialisation and they produce truck
load much more efficiently than European companies. Within the research project
‘cargo exchange’ (Fraunhofer 2011a) this approach has been taken up and tried to
establish driver change stops ‘on the way’ (one of the key success factor of ATLF)
in order to ensure a multi-shift operation of the vehicle, according to the American
model. However, the separate scheduling of drivers and vehicles caused basically a
substantially increased effort for planning and control. Barriers to the implemen-
tation of cross-company driver pools and the driver exchange ‘on the way’ are
mainly related to the lack of legal protection and the lack of acceptance of the
relevant drivers. The ongoing development of innovative planning tools for vehicle
scheduling was in recent focus of science.

The research project ‘SILK’ (Fraunhofer 2011b) pursued, for example, the goal
of “merging individual local planning units (dispositions of the individual com-
panies) into a joint planning and combination of a ‘great commission pool while
maintaining the local decision suzerainty.”” The projects mentioned above are each
completed. A measurable productivity increase by FTL-transport providers in
Europe has not yet been achieved.
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Additionally the success of cooperation between transport companies is limited
to the bilateral exchange of shipments between individual partners in the context of
closed user groups in ‘Timocom’—a freight and cargo space exchange and market
place in the internet, own portals (similar to Timocom) and the creation of joint
purchasing advantages. Increased productivity of individual members has been
hardly measurable. Certainly bilaterally agreed encounter traffic takes place
between individual transport partners. These are subject to strong seasonal fluctu-
ations in volume and cannot be maintained throughout the year in the majority of
the cases.

This chapter is organised as follows. In the next section a short description of
the research topic is provided. In section “Idea of the Design and the Structure of a
new FTL Network” the idea of designing and structuring of the new network is
shown. The following chapter “Application of Topological Network Measures in
Manufacturing Systems” explains benefits and advantages of the new organisation
and in the last section a conclusion and an outlook to further research steps is given.

Problem Description

The production process in FTL transport is characterised today by a significant lack
of productivity. The main reason for this situation is the so-called ‘artisanal’ kind of
production, characterised by an inevitable driver-vehicle bond (often including
trailer), and therefore a tight coupling between working time (BAG 2013) of the
driver and the deployment time of the vehicle. The processing of a transport order is
accompanied from the beginning to the end of the contract by the same driver who
actually performs the transport with ‘his/her truck’. The value added share of the
truck (means of production) is—also due to statutory driving and rest periods, and
the applicable law on working hours for the driver—lower than 30 % (Apfelstidt
2009). Even doubly occupied vehicles (two drivers at the same time at the vehicle)
have to rest at least 9 h within a 30 h operation period, to allow the drivers to rest in
the framework of the current driving and rest time regulation (BAG 2013).
Optimisation potentials in the context of planning support for the individual tour
and creating virtual so-called ‘big application pools’ are also largely exhausted
today and create only small changes in productivity. The current situation with
focus on the productivity of German FTL companies is summarised in Fig. 1.

Due to the regulation VO (EG) 561/2006, a driving time of 9 h per day is
allowed (twice a week at most 10 h), with a maximum of 90 driving hours for two
weeks. Therefore, the maximum of driving hours per week in a long-term average is
almost 45 h. The working time law limits the maximum weekly working time to
48 h in the long-term average. So nearly any driver’s activity is reducing the usable
driving time (average 45 h per week, nearly the same). By a minimum working
activity of 1.5 h per day, 45 min for loading activity and 45 min for unloading
activity, the maximum driving time decreases to 7.5 h per day.


http://dx.doi.org/10.1007/978-3-319-23512-7_4
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Regulation (EC)
561/2006
9 Hours driving
time

\ 4

Driver

working time law

(ArbZG) decrease of driving time

7-7,5 hours driving
time

\ 4

average speed
65 km/h

\ 4

maximum

productivity

10238 km / month

(21 working days in
the month)

Fig. 1 Productivity of single—driver operational

The maximum of the truck’s value-added activity by the single-driver model is in
dependence on the average speed of 65 km/h only a little more than 10,000 km per
month (Apfelstidt 2009). The Maximum of truck’s value-added activity per
day =9 h, driving time—1.5 h, working time = 7.5 h, driving time x 65 km/h average
speed = 488 km, this means per month = (488 km x 21 working days) 10,238 km.

To design road transport more efficiently, the operating times of the vehicles
must be extended. Due to the following conditions no practical implementation of
concepts exists in the FTL-Market, while LTL transport networks and industrialised
general cargo production successfully exist since many decades:

(a) Because of the dominance of small and smallest providers in the FTL transport
market and the so established lack of innovation (R&D weakness in the
industry), individual companies cannot create their own synergies and coor-
dinate individual transports in terms of a sequential multi-layer operation
because of their structure and size.
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(b) The equipment currently in use by the FTL—market participants are not
exchangeable mutually.

(¢c) The possibility of building an enterprise-crossing transport network and its
economic benefits for the individual partner companies has not been studied
adequately and proven so far.

Idea of the Design and the Structure of a New FTL Network

A significant increase in productivity of the truck can be achieved by the use of a
driver-vehicle decoupling by sequential multiple occupation with the aim to
increase the operating time of the truck regardless of the individual drivers work
time. The intended driver change in turn can only take place in a purposeful way if
realised always at the same place (home depot) and it has to be separated from the
actual destination of the transport order. The benefit in terms of the vehicle pro-
ductivity of the vehicle is shown in Fig. 2.

Regulation (EC)
561/2006
18 Hours driving
time

\ 4

Driver 1

working time law

(ArbZG) decrease of driving time

15 hours driving
time

\ 4

Driver 2

average speed
. . 65 km/h
sequential change of driver

\ 4

maximum
productivity
20400 km / month

Fig. 2 Productivity of sequential change of driver operational
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Fig. 3 The current situation and the new approach

These multi-shift operations have to be implemented according to a new, not
previously practised implementation process. Currently no research and develop-
ment projects or other activities in relation to this solution are known.

Since individual companies cannot create their own synergies and coordinate
individual transports in terms of a sequential multi-layer operation, an enterprise-
wide network has to be created in which the industrialised full load transport, in the
form of broken traffic (encounter traffic and shuttle services) can be mapped. The
concept of the new network is shown in Fig. 3.

Thus, the option to transfer the working distance (main run, Line haul) pro rata
to the network partner, the use of own vehicles of every network partner will be
restricted on a fixed radius of action. Because of this, the possibility to realise
productivity increases by each multi-layer operation (driver change “at the home
depot”) in each participating company in the network will be given. An outline of
the first concrete benefits is shown by Nieberding and Dashkovskiy (Nieberding
and Dashkovskiy 2014).

Advantages of the New Organisation of FTL in a Network

Compared to the operation in existing ‘simple’ networks (in general cargo or LTL)
in the FTL-network no bundling effects can be used. Therefore, the biggest chal-
lenge will be to make the overall network robust against fluctuations in volume and
temporary individual traffic imbalances. For that reason, a novel system for
dynamic routing of the line haul steering settlements and nodes will be developed as
a function of the total amounts in the network.
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The network operation (line hauls) will be the basis for the initial expansion of
the network design with the inclusion of alternative transport modes. This leads to a
new networking and dynamics of transport processes. The significant increase in
the productivity of the means of production in the national freight transport will be
made possible by the following processes (see also Fig. 3):

e Splitting the single-term transport chain in (pre-), main-and post-run

e Establishing a network of depots (or regional hubs) with area responsible car-
riers (thus fixed radius of each vehicle)

e Developing a mathematical model which allows the simulation of this approach
to the design, control and assist the network

e Implementation of the respective main runs through an innovative system for
dynamic routing of the line steering settlements, and nodes in a network of fixed
shuttle services between the respective depots.

As part of the research project ‘I-LAN’ FH Erfurt, we will investigate and
quantify whether and what benefits can be achieved by a sequential multi-cast truck
operation in cargo networks. The necessity of driver-vehicle decoupling and
introduction of variable crossover traffic (swapping trailers and trucks) requires
reorganisation and new planning of the entire FTL traffic. However, it opens up new
possibilities and potentials of productivity increase due to longer operating times of
each vehicle, the improvement of working conditions for the drivers and a more
efficient use of the existing infrastructure. Furthermore in medium term a modal
shift of the network-main run to environmentally friendly transportation can be
achieved. Under this premise, the project has the following sub-objectives:

e Developing new approaches to the organisation, coordination, planning and
management of national FTL transport to decouple the operating time of the
truck from the drivers’ working time

e Developing generic and extensible model of the reorganisation of transport,
development of a simulation software that models the new concept and allows
theoretical experiments

e Analysing the economic, environmental and further effects of the model and in a
field test

e Analysing the options for modal shift of the network line haul transports.

Conclusions and Future Work

In contrast to previous approaches, the proposed new model of transport organi-
sation is not aim of the optimise vehicle disposition and tours, but to ensure a
re-designed, systematic dealing with traffic. That means, all vehicles move in a
restrictive radius of action and take over the pro rata processing in the transport
chain taking place in this field. The drivers’ return to the (home-) depot at the end of
his working shift will be realised for the first time in this transport segment,
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regardless of the actual order distance. Each network company will be able to
participate in the process of industrialised FTL production processing, regardless of
its corporate fleet size and company strength.

Due to the already available (partner) infrastructure of the project partner
ELVIS AG (more than 150 transport companies) and the already available
exchangeable equipment (currently more than 100 single semi-trailers), a practical
implementation as a pilot project in the framework of the overall project is guar-
anteed. The modeling and analysis of national FTL transports from industrial
engineering and scientific perspective will be done on the basis of freight flow
analyses, transport chain management methods, costing and pricing models and
economic considerations (Gather et al. 2011). This allows to analyse transportation
networks with a high degree of detail and logistical properties such as the capacity
and performance. An equation-based modeling is formulated mathematically using
dynamic systems and control theory (Dashkovskiy et al. 2012). Thus, general
statements about the system performance, robustness and stability can be made.
With these models, the new transport processes are analyzed in terms of efficiency,
sustainability, environmental impact and other dynamic effects and characteristics.
The research results are finally made available for practise and combined in a
model-based framework for modeling transport logistics processes and analyses. By
theoretical studies, simulations and field tests, the following positive effects are
expected and will be analysed and quantified in the course of the project:

e Increase in revenue per vehicle, by the sequential multi-shift operation of the
means of production used (truck) is made possible with the approach

e Improving the competitive position of national transport companies by reducing
the total production costs by up to 15 %

e Reduction of polluting emissions by reducing empty mileage

e Minimizing the susceptibility of the system by using the fixed radius of the
vehicles and the resulting response time by technical problems

e Reduction of the total vehicle population due to an accumulation of orders per
vehicle, despite the general increase of cargo

e Improve the predictability and timeliness of FTL transports through the
system-guided processing

e Increase the attractiveness of the occupation ‘truck driver’ through a driver daily
return to his home, which is realised through the network use

e Weakening of the currently escalating problem of driver deficiency

e Favourable infrastructure utilisation by an inherent time shift in the settlement of
the main run mainly during night hours

e Reduction of public parking stall requirements, network driver do not have to
spend their break in the vehicle on public roads

e Creation of relocation options of road freight transport to rail, by pooling and
visualisation of main run traffic in the network.
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Costs and Travel Times of Cooperative
Networks in Full Truck Load Logistics

Sergey N. Dashkovskiy and Bernd Nieberding

Abstract Based on the actual situation of full truck load logistics in Germany and
the idea of a reorganization of the transport routes using a cooperative network
structure with encounter traffics at depots, we model one simple case to underline
the expected advantages in costs and productivity. It turns out that the transport
costs and unproductive time decreases drastically in the network structure and as
positive side effect the job as truck driver may become more attractive.

Keywords Cooperative networks - Transportation costs - Transport time

Introduction

In the past decade, the truck transportation segment in Germany received a lot of
transformations, for example new legal restrictions like tolls and rest times or new
car sizes and the never ending procedure of higher prices for fossil energies. Beside
this, the logistic branch is marked by high insolvency rates and low returns on sales
with a high sensitivity to empty runs (Apfelstaedt 2009; Grill 2013).

At least the recruitment of new stuff is difficult through the situation of spending
the working and rest time on the truck for often more than one day as opposed at
home. All these problems are required for systematic analysis and optimization of
the transport processes.

In this paper, we are focused on the full truck load segment. Several researches
and studies in this field have been made by different authors. In (CARGO Exchange
2011), the attempt was made to establish the so-called ATLF model in Germany,
which manages the driver-truck manning for large transport fleets and is very
successful in the US markets. Another approach has been made in (SILK 2011),
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Fig. 1 Tllustration of a carriage without an encounter traffic network (leff) and with an encounter
traffic network (right). Source Dashkovskiy and Gather (2012)

which tried to connect local dispositions to generate a bigger order pool with shared
planning and executing of carriages. A standardization of processes and interfaces
for encounter traffics has been derived in (Kunze et al. 2012).

In our project, we reorganize the transport routes of all carriages of the partner
companies in a time period (Fig. 1). After the reorganization, we obtain a depot
network so that transports with local distances will be shipped by one company and
transports with longer distances will be shipped in the network as a cooperation of
different companies using encounter traffics. Aim of this paper is to give a first view
over the expected advantages of a cooperative network in cost and time.

This paper is organized as follows: In the next section, we give a short
description about the investigated problem. In section “Main Results,” we make
simulations of the transport time and costs on one path in a network graph, with a
various number of depot nodes on this path, to show the advantages of a cooper-
ative network. In the last section, we will give conclusions and an outlook to further
research steps.

Problem Description

A big lack of productivity in truck carriages is caused by the truck-driver coupling
and therefore the parity of driver working time and truck operating time, i.e., a
transport is managed by one single driver over the whole distance. As a conse-
quence, the fraction of unproductive transport time increases drastically for long
distance due to the legal rest time the driver takes in his truck. For example, the
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legal rest time in Germany in which the driver is not allowed to be in a moving
truck is regularly 11 h which is the half of a day (BAG 2013). Combined with the
average driving time of 7.5 h a day this leads to a truck workload of 30 % per day
and person (Apfelstaedt 2009). Considering the fixed costs for driver and truck a
day, this offers an optimizing potential of 280 € a day. For the whole transport this
is up to 40 % compared to the total transport costs (c.f. section “Transport Costs™).

To exhaust this potential, networks with encounter traffics must be created to
decouple the driver from the truck, and with that the driver working time from the
truck operating time. Because of the fact that more than 98.5 % of all carrier
companies have less than 50 trucks of variety type in their transport fleet, a network
can only be established as a cooperation of different companies (VWZ 2006).
Beside legal and actuarial restrictions about the interchange of transport equipment
between different companies there are emotional restrictions among the market
players toward a cooperation with competitors. To demonstrate the advantages of a
cooperative network structure, simulations and comparisons of the old and new
model are needed to convince all participants of the win-win-situation. These
simulations are the subject of the next section.

Main Results

We consider all carriages of different logistic companies at the same period of time,
for example one day, as a mathematical graph with nodes and edges, where the
nodes are the starting and end point of a carriage and the edges denote the existence
and distance (or time) of a transport between two nodes.

The aim of the I-LAN project (Dashkovskiy and Gather 2012) is to add new
nodes (depots or meeting points) to the transportation graph and to reorganize the
transport paths along these nodes with encounter traffics, i.e., a truck moves not the
complete distance from the starting point A to the destination point B. Instead,
the truck moves from A to a depot N;, where another driver moves this load to
the next depot or the end point B. Meanwhile, the first driver moves another truck to
his home depot A. To generate maximal productivity, the pairwise distance between
two depots should be less than half of the average possible range a driver can reach
with a pause of 0.75 h. This saves unproductiveness of the equipment during the
legal rest time of the driver, and can make the drivers job more attractive due to its
resting-at-home component. A more detailed description of the approach can be
found in (Apfelstaedt and Gather 2014).

In this paper, we consider only a simple academic example to demonstrate the
main idea and expected effects. Considerations of problems with quantity of nodes
and network structure implied inefficiencies are postponed to future research steps.
Also stochastic effects are considered actually as deterministic using average
driving times or delays, and will be handled properly in the following research.

To give a quantitative and qualitative overview about the possible advantages we
focus on a transport in one direction from point A to point B with a distance d and
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model the costs and time of the transport in dependence of the number of network
depots. After reaching a depot the driver of the truck will be changed. To obtain
realistic results, we assume the following parameters for a transport in Germany
(Apfelstaedt 2009). The average driving time is set as g = 7.5 h per day and driver.
The fixed legal rest time is set as ¢, = 11 h a day per driver, the time for pauses is
t, = 0.75h a day, and the time spent in traffic jam is #, = 0.5h a day (Apfelstaedt
2009). The time for detouring, loading, and delays is #; = 1 h for every depot in the
network. The difference time, in which a truck with only one driver has to rest due
to legal restrictions (for more than one driver it is always zero):

i — { (2)4 ta—t—t—t, 2(1);324 fa—th—t,— 1, >0 )

Further, we set the average velocity to v, = 65km/h. The variable costs are
cy = 0.382 €/km, the fixed costs are ¢y = 295 € per day, and the business expenses
are c. = 14 € per day (Apfelstaedt 2009). The denotation of the number of depots in
the network is N.

Encounter Traffics Increase Transport Equipment
Productivity

Transport Time

In this section, we are focused only on a productive usage of the transport equip-
ment. At first, we consider the transport time as function of the distance with the
depot parameter N defined by

Tu(d) =< + LdJ (t + taif) + { 2d J b 2d

- te + (N4 1)1,
va LN+ D, (N4 g, | 2 4va‘+( +1n

)

where |- | denotes the floor function and d denotes the distance to destination.

In the top left picture in Fig. 2, we see that in the distance range less than 250 km
a transport without depots is the optimal solution. In this range, the times caused by
depot related tasks increase the transport time by 1.5 h (for one depot). Between
250 and 490 km, the difference in time decreases due to the pause of the driver in
the transport without depots. In the last interval, from 490-500 km the jump occurs
by the legal rest time, which the transport without depots has to take, while the
transport with one network depot only has a small jump equal to the pause time of
the driver.

The distance range of 1000 km is described in the top right picture in Fig. 2. In
the range less than 750 km, the addition of a second depot reduces the transport
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Fig. 2 Transport time Ty in h/km for the distances d = 500, 1000, 1500, and 2000 km with zero
depots (-), one depot (- --), two depots (- ), three depots (: - -), and four depots (=)

time by the pause time, but obtains another 1.5 h for depot related tasks. Therefore,
in the range of 500-980 km a network with one depot is the optimal solution. For
distances around 980 km the transport without depots have a second jump equal to
the rest time and the transport with one depot jumps also through the rest time. This
behavior remains in greater distances (c.f. bottom of Fig. 2).

To underline the big advantage of the network structure, we consider the
unproductive time (without traffic jam time). Therefore we remove from the time
function Ty the productive component d /v, and obtain:

wrn d ' 2d t

Ty(d) = {mJ (8 + tair) + {—(N+ 1)thaJ >t (N+1). (3)

It is obvious in Fig. 3 that the legal rest time involves the biggest potential of

optimization and that the application of depots and the sequential multilayer

operation transfers this to the productive time sector. If we compare the transport

times in the range of distances greater than 490 km, the transport time without or

insufficient numbers of depots is two times higher as the time of a transport with a
depot every 490 km (c.f. Fig. 2).

Transport Costs
Now we investigate how the differences in time affect the transport costs. The costs

as function of the distance with the depot parameter N is defined as the sum of
variable costs, business expenses, and fixed costs:
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In the top left picture in Fig. 4, we see that in the distance range less than 250 km
there is no difference in costs using a network structure or not. After 250 km, the
driver of a transport without depots cannot return to his home depot with the truck
and the costs jump by the value of business expenses, while the costs for a transport
with one depot are equal to the variable costs plus the necessary fixed costs. For
distances greater than 490 km, the driver of the transport without depots has to rest
till the end of day and the costs jump by the value of fixed costs and business
expenses, while the costs for a transport with one depot increases only by business
expenses. The maximal distance before the costs must jump by the fixed costs, is
around 1150 km (using two depots). This jump involves optimizing potential only
in optimizing depot tasks times, which may increase costs due to required extra
driving staff and is not related to unproductive transport times caused by legal rest
time restrictions (c.f. bottom right picture in Figs. 3 and 4).

If we consider the bottom right picture in Fig. 4, we see that the fixed costs for a
transport without depots increase the transport costs up to 40 % of the costs of a
transport with four depots, which includes an optimization potential for profit and
prices.

30 - - - : 45

a2 -
- 15

=

60

Fig. 3 Unproductive time Ty in h/km for the distances d = 500, 1000, 1500, and 2000 km with
zero depots (—), one depot (- --), two depots (- ), three depots (: - -), and four depots (=)
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Fig. 4 Transportation costs Cy in €/km for the distances d = 500, 1000, 1500, and 2000 km with
zero depots (—), one depot (- --), two depots (- ), three depots (- - ), and four depots (w===)

Encounter Traffics Generate Lower Costs and Increase Job
Afttractiveness

In the previous section, we have not used the constraint of the pairwise depot
distance less than half of the average maximal driving distance per day (v, - #4).
Now the depot number N must be chosen in dependence of the transport distance

d as
2d
e 5
N LJ (5)

With this constraint, the maximum distance radius of one driver is around
240 km and the driver can return to his home depot without resting. To operate
mathematically with the floor function |-], we chose 1 > ¢ >0 such that

-2
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holds. Then we obtain
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Fig. 5 Transportation costs Cy in €/km for the distances d = 500, 1000, 1500, and 2000 km with
zero depots (—) and N* depots (=)

and

2d 2d
(LEJ + l)tdva N {20“- (1— s)tdvaJ =0. (8)

tqVa
With (7) and (8) our transport time function (2) is reduced to

d d
Ty-(d) = — + ——to + (N* + 1)1,
(@) =S+ S (Vs ©)

and with that the cost function (4) becomes

d d *
o gt (NT 4 1)1
C-(d) :cvd+cf<1+ { i, Lr24( )1J>.

(10)

As a consequence, we can save the business expenses of the driver and the driver
can take his rest time at home. The transport costs using N* depots compared to
zero depots are illustrated in Fig. 5.

The description of Fig. 5 is analog to Fig. 4. Using a depot network, the costs
can be reduced up to 40 %. Because of depot related times for loading, detouring,
and delays, the cost function with N* depots has optimizing potential correlated
with extra costs, which has to be investigated and balanced in reality. On the other
hand, better labor conditions through low transport distances prevent boosting labor
costs for drivers and eases driving recruitment.
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Conclusions and Future Work

We have shown that the usage of a cooperative network with encounter traffics
increases the productivity of the transport equipment drastically (cf. Figs. 2 and 3).
As a consequence, the transport costs can be reduced from 25 up to 40 % depending
on the transport distance. Beside that a network structure with depot distances lower
than half of the average maximal driving distance per day for one driver reduces the
fixed costs to their minimum, and due to the transfer of the rest time from the truck
to the drivers home the job can become more attractive.

Further, research steps are the establishing of a cooperative network in the real
world with the founded parameters, and the comparison between theoretical and
practical costs of a transport in this network. Especially, the required extra driving
personal will have some effect on the cost reducing factors. A dynamical compo-
nent to include carriages which are not directly related to the network and analysis
of the network to guarantee stability and robustness are other research steps in the
near future.
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Optimizing Mixed Storage
and Re-Marshalling Plans

Yeong Su Choi and Kap Hwan Kim

Abstract This study addresses the problem of optimizing the mixed storage and
re-marshalling plans in a block stacking storage system with re-handling. Mixed
storage is a storage method in which unit loads of different types are stored in the
same bay. The re-marshalling is an activity of moving unit loads from mixed
storage to other areas in which unit loads of different types are stored in a segre-
gated way. This removes the need for re-handling during retrieval operations. The
objectives of this study are to suggest methods for: (1) estimating the space
requirement, including broken space, for mixed and segregated storage; and
(2) determining the groups of unit load types to be placed in mixed storage, and the
re-marshalling time for each group. Two uncertainties are considered: the types of
unit loads to arrive and the times of arrival. A simulation model is used to estimate
the space requirement for the two storage methods, and various load composition
and arrival time distribution parameters are considered.

Keywords Block stacking - Storage system - Simulation - Re-marshalling

Introduction

This study addresses the logistics of mixed storage and re-marshalling. We assume
that all the storage space units are the same, whether they are bays in a container
yard, a block-stacking warehouse, or a drive-in/drive-through rack. A Set of
Sequence-Exchangeable Unit (SSEU) loads is a set of unit loads whose sequence of
retrieval is interchangeable. A Mixed Storage Unit load Group (MSUGQG) is a set
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of SSEUs that are stored at the same storage space, which is likely to necessitate
some re-handling during the retrieval operation. A Space Supply Unit (SSU) is
defined as the minimum unit of space allocation. Thus, when an MSUG is said to be
stored in a space, the storage space corresponds to an SSU. An SSU may be a bay
of a container storage block, a stack of steel plates, a bay of pallets, a bay of steel
coils, or multiple deep lanes of pallet racks.

There are generally two storage policies: segregated storage, in which different
types of unit loads are stored in separate areas, and mixed storage, in which unit
loads of different types are stored in the same storage area.

Mixed storage requires less space than segregated storage for the same number of
unit loads. However, additional re-handling operations will be required during the
retrieval process, and this entails re-marshalling before the retrieval operation begins.
Where space is limited, segregated storage is not possible. Thus, at the beginning of
the storage period, loads are mixed in the same stacks, and then re-marshalled to other
areas to reduce the number of relocations during the retrieval process. Minimizing the
re-handling and relocation effort is the motivation of this study.

Similar storage problems have been addressed previously. For example, Marsh
(1979) addressed the design problem of blocking storage systems, and later,
Goetschalckx and Ratliff (1991) discussed the problem of determining the storage
depth of bays for multiple SSEUs that are stored in segregated bays on the same
floor. Jang (2012) proposed a method to design block stacking storage bays by
considering the expected number of re-handling operations during the retrieval
process. Although previous studies the design and operation of block stacking
storage systems, no study has ever addressed the problem of grouping products for
mixed storage and determining re-marshalling time.

Estimation of Space Required for Segregated Storage

This section analyses the space requirement for the segregated storage policy.
Suppose that unit loads from multiple SSEUs arrive at a multiple SSU storage
system in a random order. The arrival times of unit loads follow a probability
distribution. The issue in this section is how the space requirements for accom-
modating all the arriving unit loads changes as the number of arrivals increases. The
following notation is used:

Parameters

n  number of SSEUs considered

U set of all the SSEUs

s shape parameter of the distribution of the unit load duration-of-stay (DOS).
This study assumes that the cumulative distribution function of the arrival time
of unit loads at time X is F(X) =X5,0 < X <1

u; total number of unit loads of type j that will arrive at the storage system until
the end of the planning horizon
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p; percentage of unit loads of SSEU j, represented by Z
]EG

b  storage capacity of an SSU

¢ storage capacity allocated to all the SSEUs considered (SSU-unit times)

G; the ith MSUG. The G!s is a partition of U, that is, U{G;} = U and G;NG; = ()
for all i and j (#i)

v; total number of unit loads of G;, which is Z]EGI u;

X; number of unit loads in the ith SSEU

Exact Expressions for the Required Number of SSUs

Let the number of SSUs required for storing Xi, X», ..., X, unit loads in a segre-
gated policy be S(X), where X = (X1, X5,...,X,). Let Y =X+ X+ -+ +X,,.
Then, the probability that X; = x1, X, = xp, ..., X;, = x,, becomes

b :
P(X, =X1,X2=x2,--~,Xn:Xn)—mml’z Dy (1)
where y = x| +x, + - -+ +x,. Let the set of all possible x;,x»...,x, be Uj.
Let M(y) and S,(y) be the expected number of SSUs required to store all y unit
loads in G; in the mixed and segregated storage methods, respectively. Then,
M;(y) can be expressed as

Z'GG' Xj m! X1 X X,
Ml(y) = Z { ’V ]C —‘ )Cl!)Q!. . .Xn!pllpf. . 'pnn} (2)

XeU,

Note that the total number of unit loads is icG; Xis and represents the

X
stGi /
c

number of SSUs required to store all unit loads that have arrived.

Let Y;be 3, X;. Then, ¥; follows a binomial distribution with py, = > . p;-

Thus, the above expression is the same as
y - y!
Mi(y)zzzo{[_‘zlb)pr(l_pY) } 3)
Similarly, S;(y) can be written as:

[ R R

XeU,
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Note that ) [%] represents the space required when all the SSEUs in G; are
stored in a segregated manner. Note also that it is difficult to evaluate expression (4)
because of the number of compositions. Thus, in the next subsection, we conduct a
simulation to evaluate (4).

Estimating the Required Number of SSUs

To generate p;, which is the probability that an arriving unit load is from SSEU j,
the SSEUs are ordered in decreasing order of p;, and the following cumulative
distribution function is used:

P{j<i} = <rlz) , where 1 <ij<nand O<r<1. (5)

The parameter r determines the degree of uniformity of arrivals among different
SSEUs. As r approaches 0, the probabilities concentrate toward SSEUs with lower
indices, and as r tends to 1, the probabilities of different SSEUs become equal. In
our numerical experiments, the following input parameters are used: b = 10, 20, 30,
40, 50, and 60; n =2, 4, 6, 8, 10, 12, 14, 16, 18, and 20; r = 0.1, 0.2, 0.4, 0.6, 0.8,
and 1.0. The simulation runs until #n X b X 5 unit loads arrive at the storage system.
When a unit load arrives, the corresponding SSEU is determined randomly
according to the probability distribution given by (5), and separate SSUs are pro-
vided to different SSEUs. When an SSU has been filled by unit loads of an SSEU, a
new empty SSU is provided. Once an SSU has been provided, it is included in the
required number of SSUs.

Figure 1 shows the change in the average number of SSUs required to store
various numbers of unit loads under mixed storage and segregated storage policies.
The curves show the average over 100 simulation runs.

Note that in the segregated storage policy, the number of SSUs increases rapidly
with the initial arrivals, but this rate of increase then declines. In the mixed storage
policy, the SSU requirement increases in a stepwise manner whenever an SSU
becomes full.

Figure 2 shows how the rate of increase in the average SSU requirement changes
as unit loads arrive at the storage system. The rate of increase drops rapidly in the
initial stages of the arrival process, and then becomes stable with random surges.
The rate of increase drops more rapidly as the value of r becomes smaller. The
average SSU requirement becomes larger when r approaches 1, as shown in Fig. 2.

Figure 3 shows the change in the total number of empty slots in broken space for
various values of r. Broken space refers to the empty slots in partially filled stacks,
which is effectively wasted space. The broken space is larger under a segregated
storage policy than with mixed storage. For a larger value of r, the peak broken
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Fig. 1 Changes in the average SSU requirement (S(y)) for an increasing number of unit loads
() (b =60, n=20,r=0.1)

-=%=-1=0.1
——r=0.2
-=4--r=04

—=—1=06

Rate of increase in humber of SSUs

The number of arrived unit loads

Fig. 2 Changes in the rate of increase of S(y) for various values of r in the segregated storage
policy (b = 60, n = 20)

space is higher, and occurs at an earlier point in time, than when the value of r is
small. The dots in Fig. 4 represent the rate of increase in number of empty slots for
broken space; this drops rapidly and approaches zero as the number of arrivals
increases.

We attempted to derive an equation for the SSU requirement (S(y)) for a given
number of unit load arrivals. Considering that the curve in Fig. 4 decreases
exponentially, we propose expression (6) to represent the rate of increase in broken
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space. Note that the broken space (in units of SSUs) resulting from the arrival of the

first unit load is b;—l.

b—1
b Lo (6)

For the case in Fig. 4, the value of a was estimated to be 0.2573 by a regression
analysis (R* = 0.851). Note that the solid line in Fig. 4 represents (6), and the average
error between this and the simulation results was 2.7 % (standard deviation 2.06 %).

Thus, the SSU requirement for storing y unit loads from an MSUG can be repre-
sented by adding the space occupied by unit loads and the broken space as follows:

y
< y b—1 —a(i—
S) =2+ 3 2 Loty )

+

For the case in Fig. 4, the mean error of § (y) compared with the result of the
simulation study was 7.54 %.

Finding the Optimal MSUGs and Their Re-Marshalling
Time

As shown in Fig. 1, the segregated storage policy requires more space than the mixed
strategy. Thus, for limited available space, re-marshalling is performed to reduce the
space usage. When re-marshalling occurs at an earlier point in time, the amount of
space used increases, but the number of re-marshalled unit loads is smaller. Note that
the area below the curve corresponds to the amount of space used.

In this section, we attempt to find the optimal MSUGs and their re-marshalling
time. This should minimize the expected number of re-marshalling operations under
the constraint that the available storage space is limited. Thus, in addition to G;, we
consider the decision variable g;, which represents the cumulative number of
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arrivals of unit loads from MSUG i. This will trigger the re-marshalling operation
for MSUG .

Let 6(G;) be 1 if |G;| > 1, and O otherwise. Let #; be the arrival time of the jth
unit load of MSUG i. Then, the formulation of the problem in this section becomes

MinGuql’ Z 5(Gi)qi (9>
GieG
such that
qi Vi
D SGHED M)ty — i} |+ Y 5(Gi)EL > Sty — 1)
GieG j=1 GieG j=q;i + 1
+ Z {1 -0(Gi)}E Zsi(j){ti(jJrl) — 1} | <c
GieG j=1

(10)

where #;,, ;1) is the end of the storage period.

The optimal MSUGs were found from all the possible subsets of SSEUs, and the
optimal re-marshalling time for each MSUG was determined by the total enu-
meration for the problems. Constraint (10) is applied during the total enumeration
for the optimal MSUG and the optimal re-marshalling time. For these simulations,
we used an Intel Core2 Duo CPU E8400 @3.00 GHz with 3 GB RAM. The
following input parameters were used: b = 5, 10, 20, 30; n =4, 6, 8; r = 0.1, 0.2,
0.3,04, 06,08, 1.0; s =2, 3,4, 5.

Table 1 Optimal MSUGs R MSUG

and re-marshalling times for 2
each MSUG for various 0.1 {1}, {23, 4} 29
valuesof r (b=5,n=6,s=2, 02 {1}, {2, 3, 4} 46
c=11) 0.4 {1}, 2,3, 4} 79
0.6 {1,2, 3,4} 84
0.8 {1, 2, 3, 4} 85
1.0 {1, 2,3, 4} 80
and re-marshling times for 10— €___[MSUG Z
various values of b (n = 4, 0.1 5 7.6 {1}, {2.3. 4} 5
s=2) 10 7.6 {1}, {2, 3, 4} 29
20 7.7 {1}, {2, 3, 4} 49
30 7.8 {1}, {2, 3, 4} 56
0.6 5 7.6 {1, 2, 3,4} 30
10 7.6 {1, 2, 3,4} 84
20 7.7 {1, 2,3, 4} 176
30 7.8 {1, 2, 3,4} 196
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Table 1 shows the optimal solutions for various values of 7. All solutions have
only one MSUG, and the optimal value of q; increases as the value of r increases.
For larger values of r, because the proportions among different SSEUs are mutually
equivalent, all the SSEUs are included in the MSUG, whereas for smaller r, because
there are large differences in the arrival rate among SSEUs, only those with low
arrival rates are included in the MSUG. That is, when there are large differences in
the arrival rate among SSEUEs, it is more effective to store only SSEUs with low
arrival rates, so that the amount of re-marshalling can be minimized for the same
amount of storage space used. Table 2 illustrates optimal MSUGs and
re-marshalling times for various values of b. Table 3 shows optimal MSUGs and
re-marshalling times for various values of s;, r, and c. Table 2 shows how the
optimal solution changes as the value of b increases. As the value of b increases, the
optimal value of ¢g; tends to increase.

Conclusion

This study investigated storage requirements under both segregated and mixed
storage policies. For segregated storage, it was found that the rate of increase in
space requirements in the early stages of arrival was higher than in later periods.
The rate of increase slows sharply for smaller values of r, which represents the
degree of uniformity in the distribution of unit load arrival types. When the number
of types of unit loads (n) becomes larger, the required amount of space increases. It
was also found that, as the size of the SSU becomes larger, the space requirements
and the amount of broken space increase. As the number of arrivals increased, the
amount of broken space reached a maximum, before stabilizing at a lower level.
The amount of broken space reached an earlier and higher maximum for larger
values of r. In addition, it was found that the amount of broken space is proportional
to the size of the SSU (b). We derived an analytic expression for the space
requirement using the simulation results, and found that the average error rate of
this estimator is 6 %. The estimation fits well in the early stages of arrival, when the
amount of broken space is increasing. We also considered how to group different
types of unit loads in mixed storage, and determined the re-marshalling time needed
to convert mixed storage to segregated storage. This study utilized simulations to
derive various conclusions. However, some statistical methods may be applied for
easier and more accurate analysis in future studies.
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Container Flows and Truck Routes
in Inland Container Transportation

Julia Funke and Herbert Kopfer

Abstract In the inland container transportation problem, one trucking company
operating a homogeneous fleet of trucks has to move 40-ft. containers. The recent
extension to this problem is to introduce two different commodities, namely 20- and
40-ft. containers, instead of only 40-ft. containers. Our objective is to minimize the
total travel distance of the trucks for the extended problem. A model is shown and
implemented in C++ using IBM ILOG CPLEX solver. Fifteen test instances are
created to obtain computational results using our implementation.

Keywords Inland container transportation - Mixed-integer programming « Two
commodities - Pickup and delivery

Introduction

The process of moving containers with different transportation modes in one
transportation chain is referred to as intermodal container transportation. A typical
transportation chain can be subdivided into three sections, whereby each of them is
operated by the same transportation mode. In the first section (pre-haulage) con-
tainers are transported from the actual customers (shippers) to terminals by truck.
The second section (main-haulage) consists of container transportation between
terminals carried out by barge or rail. The last section (end-haulage) implies con-
tainer transportation by truck from the terminals to customers (receivers). The
trucking sections (drayage) of the transportation chain cause between 25-40 % of
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the total transportation costs (Macharis and Bontekoning 2004). That is why we
address a problem arising in the pre- and end-haulage.

In the considered problem one trucking company has to transport 20- and 40-ft.
containers. Several papers are dealing with modifications on problems considering
transportation of 40-ft. containers only. But the considered modification is studied
rarely in the literature. To find an optimal solution to the problem, it has to be
simplified (Vidovic et al. 2011; Chung et al. 2007; Popovic et al. 2012). Schonberger
et al. (2013) introduce a mixed-integer programming (MIP) formulation, but they
conclude that a solution should be generated by a heuristic approach. Zhang et al.
(2015) show an improved reactive tabu search algorithm and apply it to a real-world
data set.

The remaining paper is organized as follows: Section “Problem Definition”
defines the 2-Commodity Inland Container Transportation Problem (2-ICTP),
before in Section “Mathematical Model” a mathematical formulation is presented,
the computational results are shown in Section “Computational Results”.
Section “Conclusion” concludes the paper.

Problem Definition

We consider one trucking company that operates a homogeneous fleet of trucks and
has to transport containers. We mainly differentiate between two types of trans-
portation requests, whereby empty containers serve as transportation media for
goods. In the case of outbound full (OF) transportation requests, trucks have to
supply shippers with empty containers and afterwards transfer fully loaded con-
tainers to terminals. In the case of inbound full (IF) transportation requests, trucks
have to transport fully loaded containers from terminals to receivers and afterwards
collect empty containers at the receivers’ place. As empty containers serve as
transportation media, we additionally take two more types of transportation requests
into consideration, which are especially important for export- or import-oriented
areas that might have a lack or an overrun of empty containers. Outbound empty
(OE) transportation requests involve a transportation of empty containers to ter-
minals for onward transportations. Inbound empty (IE) transportation requests
define a collection of arriving empty containers at terminals. Empty containers can
be stored at a single depot that also serves as starting and ending point of truck
routes. Thus, empty containers can be picked up at receivers’ places, terminals, or
the depot and analogously, they can be delivered to shippers’ places, terminals, or
the depot. We assume that each customer has the opportunity to lift a container
from the truck, so that trucks have the possibility whether to accompany (un)
loading operations or not. The objective is to minimize the total operating time of
the fleet. For OF and IF transportation requests the solution space is restricted to
contain only solutions, where a fully loaded container is moved directly from its
origin to its destination.
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Mathematical Model

Our approach to model the problem is to consider in a first step the two underlying
subproblems of assigning empty containers to requests (Section “The Container
Assignment”) and building routes for trucks (Section “The Truck Routes”) sepa-
rately. We build two networks for the different problems that are defined on almost
the same underlying graph (Section “The Graph”). Then, the two networks are
coupled with constraints (Section “Coupling of the Models”), such that one model
is obtained that simultaneously solves the complete problem.

The Graph

We construct a digraph G = (V,A) reflecting the tasks occurring in the 2-ICTP. An
instance of the 2-ICTP consists of a set L of locations, R of transportation requests, and
T of trucks. The first set combines locations of customers, terminals, and the depot.
The set R can be divided into R := RFURE whereupon R” denotes the set of all
requests referring to fully loaded containers (IF and OF requests) and R” denotes the
set of all requests referring to empty containers (IE and OE requests). The obtained
division can be further partitioned into R” := REURY and R := REURY. Here,
requests are classified in inbound (lower-/ sets) or outbound requests (lower-O sets).

For each request r € RE there is exactly one node r* introduced. As a request
r € RF, besides the collection and delivery of empty containers, consists of two tasks,
three nodes r*, ¥, r¢ and two edges (r*, r™), (¥, r¢) are introduced to represent it. In
more detail, if r is an OF request the arc (#*, ") is the representative of the operation
where an empty container is loaded at the customer’s place and the arc (r™, r°) is the
representative of the operation where a fully loaded container is transported from the
customer’s place to the terminal. If 7 is an IF request the arc (r*,7™) is the repre-
sentative of the operation where a fully loaded container is transported from the
terminal to the customer’s place and the arc (r™,r¢) is the representative of the
operation where a fully loaded container is unloaded at the customer’s place. By
definition, the nodes can be considered as being the representatives of the corre-
sponding locations the tasks are performed at. Meaning, »° corresponds to the
shipper’s place if r € Rf and to the terminal otherwise; " corresponds to the cus-
tomer’s place; r¢ corresponds to the terminal if » € Rf and to the receiver’s place if
r € RF. To complete the definition of the node set, there are introduced two depot
duplicates d and d, representing the starting and ending location, respectively. V can
be written as V := {d,} U{d,} U {r*, ¥, r¢|r € RF} U{r'|r € RE}.

We now address the arc set. d; is considered to be the starting location, so there are
only out-going edges. On the other hand, d, represents the ending location, so there
are only in-going edges. It is to ensure for an IF request r € RY that the identity of
the fully loaded container (transported by operation arc (r*, ™)) stays the same for
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OF: r{----=--4 )t ————— 1] IF: 1 —— 1 ------2 > 75
OE: 3 IE: )

Fig. 1 Modeling the different types of transportation requests

the unloading operation (arc (+, r¢)). That is why the only in-going edge of node "
is the edge (#*, ¥"). Analogously, it is to ensure that the container, which has been
previously loaded at the customer’s place (arc (r*, ™)), stays the same when it is
transported to the terminal (arc (¥, 7)) for an OF request r € RY). Therefore, the only
out-going edge of node r" is the edge (", r®). The rest of G is a complete digraph,

meaning that there is an arc between each pair of vertices, which defines its arc set as
A= {(v w)lv e VUV, we VUV}U{ P |r € REYU{(™, r)|r € RE},

where V := {"|r € RFYU{d}, V := {r"|r € REYU{d,},V == V(VUV).

An arc a € A has a cost of the corresponding time ¢, that is needed to fulfill the
symbolized task. That is, the arc representing an (un)loading operation of an OF or
IF request has a cost equal to the time needed to (un)load the container; the costs of
the other arcs arise from the travel distances between the corresponding locations.
Figure 1 shows the modeling of the different types of requests. The dashed arcs
represent (un)loading operations, while the consistent arcs represent moving
operations. We have to distinguish between the different operation types, as we later
want to minimize the total travel distance of the trucks and thus do not include arcs
symbolizing (un)loading operations into the objective function. Thus, we distin-
guish between the set Ay of arcs representing (un)loading operations and Ay rep-
resenting travel operations.

The Container Assignment

The aim of this section is to formulate the problem of assigning containers to
requests as a multi-commodity flow problem (mCFP). We only formulate con-
straints and no objective function, as the objective of the coupled model only
involves movement of the trucks. For a given digraph the mCFP is to route all
amounts of flows indicated by nodes that have supply for different commodities to
nodes that have demand for them. The nodes are associated with balance values by,
indicating whether node v has supply (b, > 0), demand (b, <0), or is a trans-
shipment node (by, = 0) for commodity k. Additionally, capacities associated with
the arcs limit the maximum amount of the flows that can traverse an arc. In the case
of the 2-ICTP there are two commodities, 20- and 40-ft. containers. Even et al.
(1976) show that producing integral flows is NP-complete even if there are only two
commodities.
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We add balance values and capacities to the graph G introduced in Section “The
Graph”. The two balance values on the nodes represent the supply/demand for an
appropriate sized container needed by the node belonging to the request, while the
capacity on an arc represents the capacity of a single truck as it has to carry the
container through the arc.

For node v € V let by,/b,, describe the demand/supply for 20-ft./40-ft. con-
tainers, respectively. Let € RF then by, is set to minus one, if 7 is an OE request
requiring an empty container of size k TEU, and by, is set to one, if 7 is an IE
request providing an empty container of size k TEU. If r € RF' is an OF request
needing a container of size k TEU we want to achieve that a fully loaded container
is delivered at the terminal at the end, therefore we set a minimum capacity on the
arcs (r*, ") and (¥, r¢) and we further set by, to minus one. By definition of the
arc set, the container loaded at (*,7") is the container transported at (", 7¢) and
thus the demanded container of r°. Analogously, if » € R” is an IF request a fully
loaded container of size kK TEU is obtained at the terminal at the beginning, so by, is
set to one, the corresponding arcs (#*,7") and (™, 7) get a minimum capacity
symbolizing the container of the specified size which has to be transported and
unloaded here. Again by definition of the arc set the container obtained at by, is the
same one that is finally unloaded at (", r¢). The other representative nodes of tasks
of a request in the set RF have a balance value of zero. The balance value of the
starting depot node d; should catch all demands obtained by the outbound trans-
portation requests, i.e., byg, = — Z,_GR(F)UR{E) byr, k € {1,2} measuring the container
size in TEU. Analogously, the balance value of the ending depot node d, should be
used for storage operations of containers obtained by inbound transportation
requests, i.e., byg, ‘= — ZreRfUR,E bir, k € {1,2}.

Measuring the container size in TEU, a truck has a capacity of two, so the
capacity u,, on arc (v,w) € A has to equal two in order to prohibit that more
containers traverse an arc than a truck is able to transport. There is one exception:
the arc (dy,d,) is an artificial edge catching up the surplus of containers, i.e., all
containers stored at the beginning at the depot and are not needed by any of the
outbound requests. Here we define uy 4, := by, .

For each arc (v,w) € A there are introduced two integral decision variables xi,,,
and x,,, indicating, whether there is a movement of containers of size k TEU
between v and w. Constraints for the container assignment problem can be for-
mulated as follows:

Zxkvw - Zkav = bkv Vv € VaVk € {172} (1)

weV weV
0<xw V(v,w) €A,V € {1,2} (2)

X + 2x2vw < Uyy v(V, W) cA (3)
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Xpropn > max{|bye|, by} Vr € RF,Vk € {1,2} 4)
Xpgnpe > max{ |bye|, by} Vr € R, Vk € {1,2} (5)
Xow €EZ V(v,w) € A Vk € {1,2} (6)

The decision variable x;,, is weighted with a factor of two, as the size of
transportation resources is measured in the TEU. Constraint (1) says that the
supply/demand of all nodes is satisfied. Constraints (2) and (3) care for the adherence
to the capacity on the arcs, i.e., there is positive flow, not exceeding the capacity
function. As the movement of fully loaded containers and the (un)loading operations
of IF and OF requests are completely determined, a minimum capacity on the arc
incident to the representing nodes has to ensure that at least the container of the
corresponding size traverses these locations, see Constraints (4) and (5).

The Truck Routes

When constructing the truck routes we use a modification of the multi-traveling
salesman problem (mTSP). A given set of trucks has to visit nodes representing
locations, trucks start and end their route at the node representing the depot. The
objective is to minimize the total distance traveled. In our case, it can be distin-
guished between two sets of nodes. On the one hand, there are nodes referring to
operations of the transportation requests. These nodes must be visited at least once.
On the other hand, there are nodes representing storage operations that can be
visited but do not need to.

For each node v € V the decision variables y, define the number of vehicles
leaving node v. Decision variables #, indicate the point in time when a vehicle arrives
at v. For each arc (v, w) € A there are introduced decision variables d,,,, so that each
arc is associated with the number of vehicles traversing it. Because the depot can be
visited more than once in a route of a vehicle, G has to be modified. For each request
a depot duplicate has to be inserted into the node set that can, but does not need to be
visited for container collecting/parking operations. We refer to the obtained graph as
G = (V,A), where V:=VU{¥|rcR} and V:={(v,w)|v,w € R x R}. The
problem can be modeled as follows

min Z CowOny (7)

(v,w)eA\AL
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subject to

Z 5vw - Z 5wv =7 Vv e ‘N/\{dv; de} (8)

wev wev

1<y, Wve V\({W|re R}U{d,,d.}) 9)
7y <|T]| (10)
Z%wzzfsvdg = Yas (11)

veV veV
O =1=t,+cn <ty Y(r,w) €A (12)
S €{0,1} Y(v,w) €A (13)
9, EZL WweV (14)
tER WweV (15)

The objective function (7) minimizes the costs of only those arcs, which indicate
a truck movement: if a truck stays at the container, while the container is (un)
loaded, i.e., it uses an arc in Ay, it is not penalized. Constraint (8) represents the
flow conservation. Constraint (9) defines that all nodes representing requests have
to be visited and vertices representing the depot need not. Constraints (10) and (11)
ensure that there are no more trucks in use than specified by the instance and that all
vehicles leaving the depot also return to it. Finally, a truck arrives at the nodes on its
route respecting the duration between them [Constraint (12)].

Using this formulation, nodes can be reached by a truck more than one time, but
not within the same route. In other words, locations can be visited by more than one
truck, but it is not possible that such locations are visited by the same truck two
times. Trucks start their routes at node d; and end it at node d,, the other depot
duplicates can be visited, but need not and all nodes belonging to transportation
requests have to be covered by at least one truck. Finally, an arc can be traversed by
at most one truck. This limitation can be accepted when the costs satisfy the triangle
inequality. An optimal solution does not contain a solution where an arc is used by
a vehicle more than one time.

Coupling of the Models

In this section are defined the coupling constraints that connect the model for the
container assignment (Section “The Container Assignment’) with the model for the
truck routes (Section “The Truck Routes”). The coupling constraints have to satisfy
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two aspects: First, as containers have to be moved by trucks, each arc representing a
container movement in the container network has to be covered in the truck net-
work. Second, the order in which nodes are processed in the container network has
to be considered in the coupled model. The first condition states that arcs repre-
senting (un)loading operations, i.e., arcs of the set A, that are covered in the
container network, can be covered by a solution of the truck network, but do not
need to.

The graph G of the truck network is an extension of G that is used by the
container network: each request has its own depot duplicate in G. Let v €
V\{d;,d.} be a representative node of request r € R, we define req: V\{d,,d,} —
R with req(v) := r. If an arc is covered in the container network including v and one
of the nodes d, or d,, in the truck network the arc incident to v and v‘f has to be
covered. The extension affects the set Ap := Ay UA,,, with A5 := {(d;,v)|v € V},
Ay, = {(v,d.)|v € V}. For each arc (v,w) € A an integral decision variable z,,, is
introduced that should help to determine the starting times of the trucks at the
locations. If a container traverses (v,w) in the container network, i.e.,
Xiow + 2% € {1,2}, 7, is set to one. z,, is set to zero, if there is no container
movement on (v, w).

X1ww + 2x2vw S 25vw V(V, W) S A\(AD UAL) (16)
X1d,v + 2x2dxv S 25"?3:1(»')”’ v S V\{dt’} (17)
Xivd, + 2x2vde < 25Wf{eq(v) Yv € V\{ds} (18)

vw 2 yw
% SZVW levw+2x2vw VV,W € V\{dsade} (19)

v 2 v
X“’Jr% <2y L Srigy 204, W E V\{d} (20)
req(v

i 2xy,,
W <z " <Xivd, + 2%, Vv € V\{ds} (21)
Zw=1=t,+c<t, Y(,w) €A (22)
Zw € {0,1} Y(v,w) €A (23)

Constraints (16)—(18) ensure that each arc including a movement of a container
is covered by a truck, where Constraints (17) and (18) ensure that, if a container is
moved in the container network on an arc including the depot, in the truck network
it is used the arc that contains the corresponding depot duplicate. Analogously,
Constraints (19)—(21) set z,,, to one, if there is a container traversing arc (v, w) and
zero otherwise. Finally, Constraint (22) ensures that requests using the same con-
tainer allow to start only one after another.
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For each node v € V we introduce exactly one decision variable #, representing
the point in time v is visited. By determining the sequence of points in time
containers and trucks arrive at nodes, we determine implicitly an underlying
sequence in that all nodes are visited. Considering this model, one is not able to
minimize operating times of the truck: if two trucks visit the same node v, then the
first truck has to wait for the second truck, because there is only one decision
variable #, for the node’s starting time. ¢, is set by the latest truck arriving at v. For
computing final solutions, we had to set correct starting times in a post-processing
step, i.e., starting times where one truck does not have to wait for another truck.

Computational Results

To test our model, we created 15 randomly chosen test instances. We built three
different sets with six, eight, and ten transportation requests, respectively. Each set
consists of twice as much locations and half as much trucks as number of requests.
The locations are placed in the square [0,20] x [0, 20], the distance between them is
the Euclidean distance (kilometers), where we cut after three decimal places. We
implemented our model in C++ using IBM ILOG CPLEX Optimization Studio
version 12.5.1 and tested it on an Intel Core 15-3230 M 2.6 GHz machine, where we
use the default settings of CPLEX and set the time limit to solve a single instance to
one hour.

Tables 1, 2, and 3 show the results. All but one instances can be solved to
optimality within one hour. In the second row there are two comma separated
numbers, the first number gives the cardinality of RF and the second the cardinality
of RE. It is distinguished between six different values: The third row shows the
objective value, i.e., the total travel distance of trucks, while the fourth row rep-
resents the total distance of transporting 20-ft. containers plus twice-penalized the
total distance of 40-ft. containers, i.e., the ton-kilometers which are measured here
in “TEU-kilometers”. Then, in row five the number of used trucks is shown. After
that, the sixth row shows the kilometers which a truck averagely has to travel for
providing one TEU-kilometer; while its inverse, which is shown in row seven,
indicates the TEU-kilometers which are averagely achieved by a single kilometer of

Table 1 Results small Results Six requests

instances 6. 0) 3.3) ©.6)
Ob;. 102.378 72.908 70.779
Dist. TEU 141.750 111.691 70.676
#Trucks 3 3 3
TEU-km 1.385 1.532 0.999
Km-TEU 0.722 0.653 1.001
Time 25.19 4.38 1.69
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Table 2 Results middle-sized instances

J. Funke and H. Kopfer

Results Eight requests

(8, 0) 6, 2) 4,4 2, 6) 0, 8)
Ob;. 126.966 103.437 102.457 79.996 70.951
Dist. TEU 164.747 125.647 127.922 102.666 40.428
#Trucks 4 4 4 2 2
TEU-km 1.298 1.215 1.249 1.283 0.570
Km-TEU 0.771 0.823 0.801 0.779 1.755
Time 72.30 20.19 46.04 8.08 2.39
Table 3 Results large instances
Results Ten requests

(10, 0) 8, 2) 6, 4) 5,5 |40 2, 8) (0, 10)

Ob;. 155.738 159.024 136.872 |- 130.658 117.813 124.679
Dist. TEU | 243.751 232.866 |202.604 |- 178.295 150.433 141.349
#Trucks 3 4 3 - 4 3 3
TEU-km 1.565 1.464 1.481 - 1.365 1.277 1.134
Km-TEU 0.640 0.683 0.675 - 0.733 0.783 0.882
Time 698.04 38.01 28.22 - 51.19 4.09 16.16

a vehicle. This value is a meaningful key figure for the efficiency of container
transportation, which by definition has to be within the interval [0, 2]. Finally, the
eighth row gives the time in seconds needed to compute the former shown results.

The results show that the container transport efficiency reaches the highest
values when only OF and IF requests are considered; i.e., RE = (). That is because
the edges (", r¢) for OF requests and (r*, ") for IF requests have been assigned a
minimum capacity, i.e., one fully loaded container to be transported. However, the
values of Tables 1, 2, and 3 imply a trend indicating that the transportation of empty
containers causes a decrease of the total container transport efficiency. This should
be investigated in detail by analyzing a large number of different test sets in future
research. If this trend proves true in exhausting tests, this would be very crucial
since empty containers not only lead to the inefficiency of the transportation of
goods but also decrease the container transport efficiency itself.

The values for the computing time in Tables 1, 2, and 3 show that the model is
sensitive in terms of the structure of an instance. There are large instances like
(8, 0), (8, 2), and (6, 4), which can be solved to optimality in a few seconds. And
there is one instance (5, 5), where not even a feasible solution can be obtained after
one hour. In case of TEU-km there are two outliers, given by instances (0, 6) and
(0, 8). While instance (0, 6) only contains inbound transportation requests, the
container sizes and the inbound/outbound requests of instance (0, 8) form a uniform
distribution.
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Conclusion

A recent problem and a modeling are shown. New test instances are created and,
except for one instance, are solved to optimality within one hour. Future research
should concentrate to add more degrees of freedom to the model. It should be able
for a truck to pick up fully loaded containers at their origin, carry them to some
places, and afterwards discharge them at their destination. Also locations should be
approached by trucks in different orders. Each truck should get its own point in time
where it arrives at a location, such that the use of time windows can be integrated.
Time needed for coupling and decoupling containers and trucks has to be penalized.
A larger set of instances has to be built in order to analyze the decrease of the
container transport efficiency. Finally, different objectives should be integrated in
the model and their effect on the solutions should be compared.
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Application of Semi-Markov Drift
Processes to Logistical Systems Modeling
and Optimization

Mykhaylo Ya Postan

Abstract In our paper, a general scheme for modeling different logistical systems
functioning under uncertainty is presented. It is defined in the terms of so-called
semi-Markov drift processes with several continuous components (random walks in
non-negative orthant of Eucleadean space). Some examples of this scheme appli-
cation for modeling and optimization of logistical systems are given: optimal lot
sizing taking into account the irregularity of product delivery from a vendor to
wholesaler in the multi-echelon distribution system under fixed demand; optimal
distribution of a manufactured product to a set of retailers under random demand.

Keywords Logistical systems modeling - Uncertainty and risk - Semi-Markov
drift process - Stationary probabilistic distribution - Storage level - Irregular
supply - Optimal lot sizing - Random demand - Optimal distribution of product

Introduction

It is well known that inventory control models play an important role in the theory
of logistics and its applications (Bramel and Simchi-Levi 1997; Brandimarte and
Zotteri 2007). This is explained by the wide proliferation of different kinds of
inventory in production, transportation, and logistical systems. Production and
inventory planning, for example, is an area, where difficult mathematical problems
appear in day-to-day logistics operations. Stochastic inventory/storage models
have attracted considerable attention for modeling and analysis of
transportation/logistical systems during the last three decades (Prabhu 1998;
Gnedenko and Kovalenko 2005; Postan 2006b, 2008). They allow us to take into
account the factors of uncertainty existing in exchangeable external environment of
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any logistical system and inside it. The above factors are the significant obstacles
for a logistic manager, when he makes decision concerning material/information
flows control. In contrast to classical deterministic approaches, application of
stochastic models gives the possibility to model, investigate, and optimize a much
bigger variety of inventory control systems functioning under uncertainty. In many
practical situations it is possible to apply the theory of Markov and/or semi-Markov
drift processes for modeling (Davis 1984; Mitra 1988; Postan 2006a). This class of
stochastic processes includes simultaneous description of discrete and continuous
variables describing the dynamics of a logistical system’s behavior (e.g., inventory
level’s dynamics). Therefore, it is a flexible mathematical apparatus for many
logistical systems analysis and optimization. The efficiency of such an approach
was shown in our previous works (Postan 2006b, 2008).

In this paper, the semi-Markov drift process application is demonstrated for
solving the problems related to: (a) optimal lot sizing for a distribution system
assuming that lead time (i.e., time that elapses between the placement of an order
and receipt of ordered product) is random variable with known distribution func-
tion; (b) optimal distribution of product among a set of retailers under random
demand.

The mathematical definition and some properties of a type of semi-Markov drift
processes are given in the Appendix.

Optimal Lot Sizing Model of Multi-echelon Logistical
System with Irregular Supply

Consider a distribution system with a single warehouse (e.g., belonging to
wholesaler), denoted by the index 0, and R retailers indexed from 1 to R. The orders
come from an outside vendor with unlimited stock and they are received by the
wholesaler that replenishes the retailers (see Fig. 1). Our model assumes the
following:

e An order is placed at that moment when inventory at warehouse is zero.

e Order quantities (lot sizes) are the independent identically distributed (i.i.d.)
random variables 01,d;,... with the distribution function (d.f.)
G(X) = P{51 SX}

e The lead times are i.i.d. random variables 6,0,,... with the d.f. A(r) =
P{6, <t} and independent of the random variables J;, Js, . ..

e The planning horizon is infinite (i.e., we consider the functioning of our dis-
tribution system in equilibrium).

e The product comes from the warehouse to the rth retailer with the constant rate
W, (if the warehouse is not empty).

e The rth retailer faces the given demand with the constant rate
U<W,, r=12,.. ,R.
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Inventory
of wholesaler
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Inventory of Inventory of Inventory of
retailer 1 retailer » retailer R
- J
S A

Flows of product to consumers

Fig. 1 Scheme of multi-echelon logistical system with irregular supply and given demand

e The capacities of all retailers’ warehouses are sufficiently large (i.e., we ignore
the probability that they will be filled up at any moment of time).

— It is quite clear that, because of irregularity of product supply from a vendor
to wholesaler the supply of retailers will be irregular, as well.

— Note that under the suppositions mentioned above, the warehouse’s behavior
is described by the model of one-server queueing system of GI/G/1/1 type
(with one  customer) in  which  service time  d.f. is
B(t) = G(Wt), W =W, + --- + Wg.

— Let &)(¢) be the inventory level at the warehouse of the wholesaler at
moment £, and &,(¢) be the inventory level of the rth retailer at moment 7. Let
us introduce the semi-Markov process Y(f) with two states: 0 and 1 and with
the d.f. A(¢) and B(¢) of sojourn-times in these states correspondingly. Let
B0(¢) be a period of time from moment ¢ till a moment of the next lot arrival
and 6,(¢) be a period of time from moment ¢ until a moment when the
warehouse will be empty. It is obvious that &,(r) = W0, (¢). Thus we arrived
to the general scheme described in the Appendix for which

e M=R,D={0,1},D ={1},D. = {0},D% =0,
o Ag(t) = A1), Ay() = B(t), mo1 =m0 = 1,py = pj = 1/2.

Therefore we can immediately apply the results of the Appendix concerning the
determination of d.f. &;(x,...,xg), Fi(x1,...,xg),i = 0,1, i.e., stationary distri-
bution of the random vector (&(z),. .., ¢x(¢)), i.e., in other words, the inventory
level’s distribution of each retailer.

The stationary distribution of process (¥ (z), &y(¢)) may be found by the methods
of renewal theory (Smith 1958; Gnedenko and Kovalenko 2005) and it is given by
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W T
@/ (1-A >0; Hl(f):%/(l—G(Wu))du, >0,
0

(1)
where

Hi(t) = lim P{Y(¢) =i,0,(t) <t}, i=0,1;

1—00 -

. . . 8 8
i = lim P{Y(1) =i}, i=0,1; :—/(1 —) =1-p;
p m {Y() =i}, i Pr=ow + oW Po D1

oo oo

/ y))dy<oo,g = /(l — G(x))dx<oo0.

0 0

From (1), it follows that stationary mean inventory level at wholesaler’s ware-
house is

o]

E& = p, / x(1 - G(x))dx = (5 /2¢)p1, @)

0

where ¢?) = [ x*dG(x) <oco. Our next target is determination of the mean
inventory levels
E¢ = [0 x d(For(x) + F1,(x)), r =1,2,...,R, where [see (25)]

For() =7 [ Gula-t U)(1 = A0))d,
0
x/

v,

Fi(® =0 / (e V)1 - BONdy, 6=2/(atE) vi=w, 0,
0

w
(3)
HereF;,(x) = Fi,(00, ..., 00,x,00,...,00),
—_————  ——
r—1 R—r
&, (x) = @iy (00, ..., 00,x,00,...,00), =01
—— S——
r—1 R—r

From (24), we obtain the following system of integral equations for the func-
tions’ ®@;.(x),i = 0, 1, determination:
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x/V, 00
Bo,(x) = / B1y(x— Vi)dB(1), by (x) = / (x4 U)dA®), x>0, (4)
0 0

Particularly, if A(t) = 1 —e™*, >0, then the solution of Eq. (4) in terms of
the Laplace transform is given by

o) = [ €)= 0o/ U/11 = (2/5U)(1 = glsV, /W),

0

. (5)
o0 = [ € a0 () = 91, (5)g(sV,/ W), Res >0,

0

where g(s) is the Laplace—Stieltjes transform of d.f. G(x). Since ¢,.(0) =p} =
1/2, passing s to O in relation (5), we find

, 1 A8V
) == (1-22),
onli0) =5 (1-3527)

Taking into account (3), after some transformations we obtain

ﬁ®=/awwmwmm»
0 (6)
L+ (1sV,)(1 - g(sV,/W))

= Fo,(0) 1 — (2/sU)(1 — g(sV,/W))’

Res > 0,

where F,(0) is stationary probability that warehouse at the rth retailer is empty at
arbitrary moment of time and

o (/08

From (6), it follows that mean inventory level at the rth retailer is

18PDV,.W,
(W+4g)(WU, — 2gV,)’

ES, = ~£/(0) = ®)

Note that results (5)—(8) are valid only under conditions (equilibrium conditions)

gV, <WU,, r=1,2,...,R. 9)
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Now we assume that lot size is fixed and equals Q. It means that G(x) =

{(1’ ;‘jg g=0,8% = 0% and [see (1) and (2)]
po=W/(W+2Q), pr = 1Q/(W+20),E& = 20%/2(W +20Q). (10)

Similarly, the relations (7) and (8) will take the form

. WPV, W, (v, e

W.Q<WU,, r=1,2,.. R (12)

Let us formulate the optimal lot sizing problem, i.e., the problem of optimal
value Q determination. Using the relations (10)—(12) we can compose the following
objective function

R
P(Q) = anUr(l - FOr(O))
= . . (13)
— | Aleo +cQ)po + hoEE) + Z hEE, + Z eWp1|,

r=1 r=1

where ¢ is the transportation cost for delivery of a lot of product from supplier to
warehouse; ¢ is per unit order cost; A is the per time unit holding cost per unit of
the product for its storage at wholesaler’s warehouse; e, is the transportation cost
for delivery of the unit of product from the warehouse to the rth retailer; A, is the
per time unit holding cost per unit of product for its storage at the rth retailer; x, is
the sale unit price for the product of the rth retailer (%, > e, +c,r =1,2,...,R).
The first term in the right-hand side of the formula (13) is the mean rate of logistical
system’s income, the expression in the square brackets is the mean rate of logistical
costs. Thus, the expression (13) is the mean profit of logistical system under
consideration per unit of time. We obtained the following optimization problem: It
is required to find out the value Q (lot size) maximizing the function (13) under
condition (12). Using the results (2), (7), (8), and (10) the expression in the
right-hand side of (13) may be written in the explicit form

_ p R o o~ VW,
P(Q) “W+i0 Q;(”r_er_c)W’_Weo_7 <h0+ ;W;QW)]

r

Elementary analysis shows that equation P'(Q) = 0 has exactly one root in the
interval (0, (W/4) min; <,<g(U,/V,)).
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Optimal Distribution of Product Among a Set of Retailers
Under Random Demand

The modeling scheme stated in the Appendix and used in the previous section
allows us to formulate the optimization problems for other logistical systems, as
well. In particular, it may be used for the analysis of similar logistical systems
taking into account the random fluctuation of demand for a product. Consider, for
example, a distribution system including an enterprise, which produces and sells a
homogeneous product to R retailers. From an enterprise the product comes to the
rth retailer by pipeline with constant processing rate W, r = 1, 2, ..., R. It may be,
for example, any oil product or liquefied gas. Each retailer has his own warehouse
for the storage of the product. The demand per time unit at the rth retailer is
modulated by semi-Markov process Y,(f) with a finite set of states D. We will
assume that semi-Markov processes Y;(?), Y(?), ..., Yr(f) are stochastically mutu-
ally independent and process Y,(?) is defined by semi-Markov matrix ||7yA;(2)]]. It
is supposed that demand at the rth retailer has the random rate U,(Y.(¢)). The
problem is to determine the optimal (in definite sense) values W, r=1,2, ..., R. To
solve this problem let us refer to the modeling scheme from the Appendix once
again. For the sake of simplicity we will study a more simple case when D = {0,
l},ﬂilor = To1r — l,r = 1727 .. .,R.

Denote U;, =U,(Y(¢)) if Y,(r)=ii=0,1. We also assume that
0<U;,<W,<Ug, r=1,2,...,R, and consequently D' ={0},D = {1}.
Preserving the designations of the previous section we denote &,() the inventory
level of the product at the rth retailer. Due to above suppositions (¥,(¢), &,()) will
be the semi-Markov drift process. Therefore, to determine the stationary distribu-
tion of this process we can use Eqgs. (7) and (8) with a simple modification. In
particular, for determination of the functions @;,(x),i = 0, 1, the following system
of integral equations is valid [see (24)]:

x/Vir 00
(I)Or(x) = / (plr(x - Ver)dAlr( ’ (I)lr / (DOr x+ Vot dAOr(T)y XZO,
0 0

(14)

where Vo, = Uy, — W, > 0,V = W, — U, > 0. Correspondingly, relations (25)
take the form
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For(x) = O-r/ Do, (x + Vo,ry) (1 — Ao, (y))dy,
0

x/Vir
Fi(d) = o, / By, (x — Vi) (1 — A (y))dy, (15)
0
ar =2/ (a0, + 01,); / y))dy<oo, i=0,1.
0

For example, put Ag,(f) =1 — exp(—2,2),#>0. Then the solution of system
(14) is determined by the relations [see (5)]

)= [ €00 (0) = au i/ Vo) /11 = GisVor) (1 = 20 (sV1)
0

qDlr E
(16)
Por(s) = / e "d®o,(x) = ¢y, (s)o1r(sViy), Res >0,
0
and the Laplace-Stieltjes transform of stationary d.f. of process &,.() is
i L+ G/sVi) (1= a1, (V1))
- + s 1r — %SV
(s) = d(For Fi, = Fo,(0 , (17
769 / S () + Fi() = For(0) [ SIS = (1)
where o, (z fo e “dA;(t),Rez > 0;Res > 0. Probability Fy,(0) may be
determined from relation (17) by the condition lim;_, o f,(0) = I:
ﬂvralrvlr
For(0)=(1- v (L4 2,00,). (18)
or

From (17), it follows that the stationary mean inventory level at the rth retailer is
equal to [see (11)]

ﬂvro‘ﬁ) Vlr(UOr - Ulr)
2(1 + /l,ﬂ(],«)(V(),« - /lralrvlr) ’

E¢, = —£/(0) = (19)

where O‘n fo 2dA;,(1)) <oco. The relations (18) and (19) are valid only if

ViAo, <Vo, or W,.< (Uo, + Ulrﬂv,oq,)/(l + }v,fx,)‘ (20)
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Let us evaluate the mean profit of all retailers per unit of time P:

r=1

R
P Z [(m, — ¢ — €)W, — B, EE,]
®
(

1 2,02V, Uy, — U,
Z Tcr_cr_er)Wr__hr alr 1 ( 0 l ) ’
p 2 (1 +)L,O(1r)(V0r — )L,oq,.Vl,)
where parameters n,, ¢, ¢,, h, have the same meaning as in the formula (13). The
production capacity of enterprise is the finite value W, therefore the following
condition must be fulfilled

R
> W< W. (22)
r=1

The problem of optimal distribution of products among retailers is reduced to
one-stage stochastic optimization problem: It is required to find out the positive
variables W,,r = 1,2, ... R, maximizing the objective function (21) under conditions
(20), (22). Since 9*P/OW? <0 due to the condition (20), the function (21) is concave.

Conclusion

In the logistic management practices it is very important to take into account
different kinds of uncertainty. In such situations the logistical managers may apply
the theory of Markov and the semi-Markov drift processes, which are very suitable
mathematical apparatuses to model and optimize sufficiently complicated logistical
systems including suppliers, industrial enterprises, transportation systems, traders,
etc. The type of stochastic processes mentioned above allows a simultaneous
description of many kinds of inventories under fluctuation of demand, random
delay in supply, etc. In our paper, the examples are given, which demonstrate the
usefulness of such an approach. It may also be applied for modeling and analyzing
more general logistical systems, e.g., optimal lot sizing of multi-item product,
different types of distribution systems, a port’s terminal functioning (Postan 2006a).

Appendix: Definition of Semi-Markov Drift Process
and Its Properties

Consider the stochastic process (Y (), &,(1),. .., {y(f)) with the phase space Q =
D x R,; where D is a finite set, R, is the non-negative orthant of M-dimensional
Euclidean space. Here Y(7) is the semi-Markov process with the phase space D and
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semi-Markov matrix ||m;A;(t)||,i,j € D, where m; are transition probabilities of
embedded Markov chain, A;(z) is d.f. of sojourn-time of Y() in the state i € D. Let
us assume that continuous components &, (7), m = 1,2,..., M satisfy the following
differential equations (with probability 1):

80 = vind(Y(1) = i) = > vind (Y(1) =i, &,(1) = 0), 120, (23)

i€D ieD,,

where I(A) is the indicator of an event A; v;,,,i € D, are the given values (veloci-
ties); D, = {i: viu<0,i € D} #0,m=1,2,...,M. In accordance with Eq. (23)
E(1) = (&1(1), ..., Ey()) is M-dimensional random walk in non-negative orthant
R,; with the sticky bounds. The stochastic process (Y (z), E’(x)) defined above is a
kind of semi-Markov drift process (Postan 2006a). Let {#,},n > 1 be the sequence
of moments, when Y(r) changes its state. Denote (®;(¥),i € D,X € R);) and
(F;i(X),i € D,X € R;;) the stationary probabilistic measures of homogeneous

—

Markov chain (Y (1), &(t,)) and process (Y(r), £()) correspondingly. Taking into
account Eq. (23), it may be proven (Postan 2006a) that functions @;(¥X) satisfy the
following system of convolution type integral equations

T(%)
P;(x) = Zﬂki / (X —Vit)dAg(1), i€D, XERy, (24)

where T (X) = ming <<y (X /v ), v, = max (0, vg,). From the semi-Markov
processes theory of (Korolyuk and Turbin 1976; Gnedenko and Kovalenko 2005),
it follows that

Ti(%)
F,()?) =0 / (1 _Ai(T))¢i()_5_ \7’,-T)d17 ieD, Xe Rﬁ, (25)
0

where o= (3, oc,-p;-*)fl;oc,v = [;° (1 = Ai(z))dr <o0; and p} = P;(c0),i € D,
are the stationary probabilities of the Markov chain Y(z,).
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An Agent-Based Approach
to Multi-criteria Process Optimization
in In-House Logistics

Christoph Greulich

Abstract One of the crucial enablers of the fourth industrial revolution is the
implementation of autonomy in supply chains. Increased autonomy in logistics adds
flexibility and robustness to supply chains. However, decentralized local decision
making also creates new challenges since optimization problems now have to be
solved in a decentralized manner. This research project proposes to apply agent
technology to solve optimization problems in a distributed way in order to maintain
efficiency while benifitting from the advantages of decentralization.

Keywords Multi-Agent Systems - Intralogistics - Decentralization

Introduction

Since it was first introduced (Davis 1987), the concept of mass customization has
turned into a widespread research area. It is defined as an approach to manufacture
customized products for individual consumers without significantly increasing
production costs or selling prices (Kaplan and Haenlein 2006).

Within the last decade, the number of publications regarding successful imple-
mentation of mass customization increased significantly (Fogliatto et al. 2012).
However, the implementation of mass customization in the real world is still
restrained by the limits of assembly segmentation and lack of autonomy in supply
chains (Giinthner et al. 2006). Hence, future project industry 4.0 suggests that
loosening those limitations and implementing autonomy in supply chains by
applying cyber-physical systems (CPS) (Broy 2010) and the Internet of things
(Fleisch and Mattern 2005) will be the key enabler for the fourth industrial revo-
Iution (Kagermann et al. 2013).
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Before autonomy can be implemented in production facilities and in-house
logistics, several aspects have to be taken into consideration. Some authors have
already emphasized that a trade-off between costs and benefits has to be managed
(Piller et al. 2004). Other authors suggest the consideration of energy consumption
(Liu et al. 2013). Another factor is the speed and synchronization of each pro-
duction step. It is likely that parameters and their weights vary between different
facilities. Additionally, synergetic effects may emerge between the various factors.
It has to be determined which factors can be generalized and which factors depend
on the given facility. In any case, a multi-criteria optimization problem must be
solved to maintain and improve efficiency.

Currently, computer-aided production planning (CAPP) is considered a valid
solution to realize mass customization efficiently (Yao et al. 2007; Z&h and Rudolf
2003). However, centralized CAPP does not allow autonomy of any machine
during the overall production process. When decentralizing the planning process,
decisions will be made locally by the various machines. To further maintain effi-
ciency, the multi-criteria optimization problem must be solved in a decentralized
way. Therefore, this research project proposes an agent-based approach.

Multi-agent Systems

In the context of artificial intelligence (AI), an agent is a software program which is
defined as an autonomous entity with the capability of reacting upon changes in its
environment (Wooldridge and Jennings 1995). For a more detailed definition of a
specific agent, four components have to be considered: performance, environment,
actuators, sensors (PEAS) (Russell and Norvig 2004). Performance describes the
goals the agent wants to reach and the rules he has to follow. Environment describes
the surroundings of the agent, including static and dynamic factors, which may
include other agents. Additionally, every agent has two sets of interfaces: one set to
perceive the environment (sensors) and one set to manipulate and interact with the
environment (actuators). Additionally, agents can be divided into four different
classes: simple reflex agents which only react upon recent events without a con-
current world model or any knowledge of previous decisions; model-based reflex
agents which have an internal model of the current state of the environment;
goal-based agents which are working toward reaching specific goals; utility-based
agents which apply a utility function to choose the most efficient way to reach their
goals. Furthermore, machine learning methods can be applied to refine the
decision-making process of an agent.

Multi-agent systems (MAS) are suitable for real-world application and simula-
tion of systems where local decision-making and dynamic reactions on events are
focused (Parunak et al. 1998). During the last decade, MAS have been used to solve
various problems of the logistics domain in simulation and practice (Greulich et al.
2013; Schwarz et al. 2012; Tu et al. 2009).
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Fig. 1 Agents representing stakeholders of in-house logistics

Application to In-House Logistics

As stated above, the purpose of this research project is to derive a multi-criteria
optimization problem from scenarios of in-house logistics and to find a decentralized
solution for this problem. By representing every machine and/or every product
within a given facility by a dedicated agent (See Fig. 1), the stakeholders of the
scenario will be able to act autonomously and optimize their performance locally.
Hence, the optimization problem will be solved in a decentralized way. Even though
the agent model will be developed for simulation purposes, it has to be applicable to
real-world systems like the LogDynamics Lab (Brieber and Szymanski 2012).

Each agent will be able to react upon recent events, which may include
short-term changes, varying priority of the given products, and occurring problems
such as bottlenecks, resource shortages, and machine failures. Possible reactions by
an agent representing a machine are, e.g., to reschedule the production order or to
reconfigure the given machine to handle new conditions.

Different strategies for decision making can be applied, because decisions can be
made by machines, products, or both of them. It has to be determined which
approach is the most promising. While interaction with the environment strongly
depends on the type of machine, all interactions between agents will be handled by
exchanging messages using the Foundation for Intelligent Physical Agents (FIPA)
Communication Language."

"http://www.fipa.org/specs/fipa00061/index.html.
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Considering that solving the multi-criteria optimization problem is a global goal
within the facility, all agents should be at least utility based. The application of
machine learning is not necessarily required but should be considered.

Conclusion

By deriving multi-criteria optimization problems from scenarios of in-house
logistics and determining the stakeholders of the given facilities, MAS can be
developed to solve the problems in a decentralized way and therefore increase
autonomy in in-house logistics. It has to be considered that stakeholders and
optimization problems can hardly be generalized due to the wide variety of facil-
ities. Therefore, analyzing a specific scenario and developing a MAS to represent
the stakeholders of this scenario are a promising approach.
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Machine-to-Machine Sensor Data
Multiplexing Using LTE-Advanced Relay
Node for Logistics

Farhan Ahmad, Safdar Nawaz Khan Marwat, Yasir Zaki,
Yasir Mehmood and Carmelita Gorg

Abstract Machine-to-Machine (M2M) communication is one of the emerging
fields today and expected to play a major role in interconnecting various types of
devices for different applications, such as logistics. Mobile communication stan-
dards, such as Long Term Evolution Advanced (LTE-A), have high data rate
capability and are designed to provide broadband services to the human-based
communication. M2M devices in logistics usually transmit small amount of data
depending on the application scenario. LTE-A can be optimized to provide better
performance of M2M devices in logistics. This paper studies a Relay Node
(RN) based solution in LTE-A to integrate M2M devices in mobile cellular net-
works. Different M2M scenarios are developed for logistics along with normal
LTE-A users in our LTE-A simulation model implemented in OPNET Modeler.
The simulation results show that the data traffic performance of LTE-A network
improves significantly if RN is utilized for aggregation and multiplexing of M2M
data traffic in logistics.
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Introduction

Machine-to-Machine (M2M) communication is one of the recent research areas
today. This offers the devices, the so called machines to communicate with each
other without or with minor human involvement. With the increase in number of
M2M devices in future, the mobile data traffic is also expected to grow signifi-
cantly, i.e., 13 folds until 2017 in future communication networks (Cisco Systems
Inc. 2013).

The existing wireless communication technologies like Global System for
Mobile Communication/General Packet Radio Service (GSM/GPRS) are currently
providing services to facilitate M2M communication. Because of the tremendous
expected growth in M2M communication, the numbers of devices are increasing
and the resulting M2M traffic is growing exponentially. The current mobile com-
munication systems like GSM and GPRS may no longer be able to handle this rapid
hike of M2M traffic. As a result, Long Term Evolution (LTE) and LTE-Advanced
(LTE-A) are considered as potential candidates to incorporate future M2M traffic.
M2M communication has a different impact on the network performance as com-
pared to normal communication, because of the nature of M2M devices of trans-
mitting small data packets with low data rates. The integration of a high number of
M2M devices can reduce the overall LTE and LTE-A network performance as in
Potsch et al. (2013), Marwat et al. (2013a, b).

This paper specifically focuses on the degradation of network performance,
when integrating the M2M traffic in LTE-A. The main goal of this paper is to
highlight the network related issues pertaining to the dynamics in logistics and
presents the concept of a practical solution for managing the traffic generated by the
logistic devices in LTE-A network. We elaborate a Relay Node (RN) based solution
for the efficient network resource utilization to serve the M2M devices utilized in
logistics.

M2M Data Communication in Logistics

Logistics is considered to be a leader in the use of M2M devices (Vodafone 2013)
and M2M communication has a great impact on the logistics process. Sensors used
in the logistics container usually transmit useful information including temperature,
humidity, pressure, location, and light intensity. The logistics goods are usually
expensive and require proper monitoring right from its departure until the suc-
cessful delivery of goods at the destination (Potsch et al. 2013). The successful
delivery of goods at the destination on assured time is of great importance in
logistics. By monitoring with sensor readings, the delivery of goods in time and in
good condition can be facilitated. Hence, M2M can be seen very important in the
context of logistics and with the increase in number of the M2M devices for
logistics, the role of M2M communication is expected to increase in near future.
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The most important challenge for M2M communication is the large number of
messages generated by M2M devices. All the sensors deployed with M2M devices
in factories, logistics container, or storage facilities would produce a huge number
of messages. The size of these messages could vary too. It could be very small in
case of light intensity sensors and it could be very large in case of video surveil-
lance of M2M device. M2M traffic is quite different from the normal
human-generated traffic. The data generated by the M2M devices is usually very
small sized with infrequent transmissions, and the number of devices can be quite
huge as compared to human-based traffic. In logistics, the data transmitted by
sensors for remote monitoring of goods contains the measurements and the protocol
overhead is kept as small as possible.

Relaying in LTE-A

The Third Generation Partnership Project (3GPP) has been investigating new
methods to increase the data volume requirement of cellular mobile users. LTE-A is
the recent standard of wireless communication proposed by 3GPP. LTE-A is
designed to serve the cellular devices with data rates up tol Gbits/s in downlink.
The access network of LTE-A consists of two main nodes, i.e., a base station called
eNodeB (eNB) and the user known as User Equipment (UE). One of the main
objectives of LTE-A is the throughput enhancement of the cell-edge UE. The 3GPP
has addressed this issue by putting forward some solutions such as the low power
heterogeneous nodes with both micro and macro base stations as well as low cost
and low power RNs. The focus of this paper is to propose a scheme for exploiting
the RN for efficient spectrum utilization to enhance bandwidth efficiency and offer
better service to the M2M traffic for logistics.

RN is a low power device which is used for coverage extension of the cell,
especially, where fixed-line backhaul links are difficult to deploy (Nagata et al.
2011). RN is connected wirelessly over the air interface to the donor eNB (DeNB)
and the communication between the DeNB and the cell-edge UE takes place
through RN. The link between DeNB and RN is called backhaul link (Un
Interface), while the link between RN and UE is called access link (Uu Interface).
Using relaying, a better throughput and better signal-to-noise ratio performance can
be achieved. The locations with poor channel conditions or coverage holes can be
improved by RN.

Relaying user plane protocol stack is shown in Fig. 1. Based on the protocol
stack, RN can be categorized into three types. Layer 1 RN, also called
amplify-and-forward type of relay, which receives the downlink signal from DeNB
and amplifies the signal. The amplified signal is forwarded to the UE. This is the
simplest solution but the main drawback of this kind of relaying is that the intercell
interference and noise are amplified as well along with the desired signal. This
ultimately reduces the throughput enhancement (Nagata et al. 2011). Layer 2 relay
is a decode-and-forward type of relay. RF downlink signal received at the relay is
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Fig. 1 Relay node protocol stack

decoded and encoded again, which is forwarded to the UE. This decoding and
encoding of signal overcomes the drawback of the layer 1 relay, i.e., it has better
SINR and better throughput (Ghafar et al. 2011). Layer 3 RN uses normal wireless
air interface instead of expensive microwave links. Layer 3 RN is also
decode-and-forward type of relay as Layer 2 RN. Signal received on the downlink
performs the decoding and goes further to the higher layers to process user data by
ciphering, combining, and encoding again to forward the signal to UE. Using this
relay, best throughput enhancement can be achieved as compared to other relay
types but this relay introduces a large processing delay as compared to Layer 2 relay
(Ghafar et al. 2011).

The 3GPP supports two types of relays based on the usage of spectrum (3GPP
TR 36.814 V9.0.0 2010). The Inband relaying is achieved using the same carrier
frequency on backhaul link and access link, while the Outband relaying uses a
different carrier frequency on both backhaul and access links. Downlink and uplink
communications can be achieved in Inband relaying by time multiplexing both the
links, i.e., backhaul link and access link. Outband relaying could not be a feasible
alternative, since it requires a different frequency carrier. Figure 2 shows the
architecture of LTE-A network highlighting the RN along with some M2M devices.

Problem Statement and Proposed Solution

In LTE-A, the smallest resource unit that can be allocated by the eNB to a UE is a
Physical Resource Block (PRB) as standardized by the 3GPP. A PRB is capable of
transmitting large data in favorable channel conditions. The LTE-A frequency
spectrum is a scarce resource and the vendor pays huge investment capital to obtain
it. As the M2M device usually transmits small data at a particular time, the allo-
cation of the entire PRB to a single M2M device degrades the spectrum efficiency.
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Fig. 2 M2M-LTE-A architecture with focus on relay node

Since, the numbers of machines are growing and in the context of large-scale
network, the idea of allocating whole PRB to each machine can reduce the overall
efficiency. Therefore, to enhance spectral efficiency and to ensure the same Quality
of Service (QoS) provision to M2M and normal traffic, it is preeminent that
architectural changes in LTE/LTE-A are required. The authors in (Marwat et al.
2013a, b) have proposed a solution to address this problem, where the data of the
M2M users is multiplexed at the packet data convergence protocol (PDCP) layer of
the RN. Consequently, the RN disguises the requests for radio resources (PRBs)
from the eNB as a single user requesting for resources. Hence, several M2M
devices could share a single PRB. Using this strategy, the spectrum efficiency can
be increased significantly as compared to normal M2M communication, where one
PRB is assigned to one M2M user as shown in Fig. 3.

The multiplexing of M2M users on the RN can be accomplished by modifying
the RN. It needs the designing of efficient PDCP layer algorithm where M2M users
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Fig. 3 M2M multiplexing relay node (Marwat et al. 2013a, b)
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can be multiplexed and this multiplexing algorithm should be able to interact
actively with the RN scheduler at the MAC layer of RN as shown in Fig. 4. The RN
scheduler is responsible for the scheduling over the access link of the RN.

In case of emergency, i.e., fire, accident, or natural disaster, the performance of
LTE-A network can degrade as it has to deal with the simultaneous transmission of
emergency messages (Marwat et al. 2012). The sensors in the logistics container
would trigger the M2M devices to transmit the emergency M2M messages, which
requests simultaneous resources to deal with the situation.

Simulation Settings

The implementation of a simulation model is achieved using an LTE-A model in
the OPNET simulation environment. The OPNET Modeler (OPNET Modeler
2013) is used as the primary modeling, simulation, and analysis tool of this paper.
The OPNET Modeler provides solutions for network research and development, as
well as, application and network performance management. The designed LTE-A
simulation model (Zaki et al. 2011) consists of several nodes with LTE-A func-
tionalities and protocols shown in Fig. 5.

The remote server node supports user applications in all the cells and acts as a sink
for the uplink data. The remote server and the Access Gateway (aGW in Fig. 5) nodes
are interconnected via an Ethernet link of 20 ms average delay. The Access Gateway
node consists of peer-to-peer protocols like User Datagram Protocol (UDP), Internet
Protocol (IP), and Ethernet toward the Transport Network (TN); and the other part
toward the remote server. The Access Gateway and the eNB nodes (eNBI,
eNB2, ...) are connected through the TN of IP routers (that is R1 and R2), which are
configured according to the standard OPNET Differentiated Service (diffserv) model
and routing protocols. The QoS parameters for the traffic differentiation at the TN are
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configured at the QoS parameters node. The mobility node consists of the mobility
and channel models. The mobility model emulates the user movement in a cell and
updates the user location at every sampling interval. The user mobility information is
stored in the global user database (Global_UE_List in Fig. 5) and is accessible from
every node in the system at any given time. The channel models include path loss,
slow fading, and fast fading models. The mobility of the UEs is modeled with
Random Mobility Model and Random Waypoint. The simulation parameters are
given in Table 1, while traffic models are given in Table 2.

Results and Analysis

In the simulations, we illustrate the feasibility of our proposed scheme for the RN.
Since RN has yet to be implemented into our LTE-A model; we utilize an efficient
way to simulate the aggregation and multiplexing of data from the sensor nodes. We
simulate four scenarios for this purpose with varying M2M traffic load in the net-
work. 10 FTP users are deployed in all the scenarios. However, the number of trailers
is varied in the scenarios to evaluate the network performance. The number of trailers
with a single sensor under study is 60, 90, 120, and 150 in these scenarios. We, then,
consider two sub-scenarios for each scenario. In one sub-scenario, each sensor node
is communicating individually with the network. While, in second sub-scenario,
data for each set of five sensor nodes is aggregated, before sending it to the network.
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Table 1 Simulation parameters

F. Ahmad et al.

Parameter Value
Simulation length 1000 s
eNB coverage radius 350 m
Min. eNB—UE distance 35m
Max terminal power 23 dBm
Terminal velocity 120 km/h

Mobility model

Random way point (RWP)

Frequency reuse factor

1

Transmission bandwidth

5 MHz (for downlink and uplink each)

No. of PRBs

25 (for downlink and uplink each)

MCS QPSK, 16QAM, 64QAM,
Path loss 128.1 + 37.6 logl0(R), R = distance in kilometers

Slow fading Lognormal shadowing,
8 dB standard deviation, correlation 1

Fast fading Jakes-like method
UE buffer size Infinite

Power control, o 0.6

—58 dBm

Power control, Py

Table 2 Traffic models

Parameter Setting
FTP traffic model (low priority)
File size

20 Mbyte
Uniform distribution (80-100 s)

File inter-request time
M2M traffic model (high priority)
Message size 6 bytes

Message interarrival time 60 ms

Thus, the network views a set of five nodes as a single terminal transmitting data. For
instance, for the second sub-scenario of the first scenario, the network considers 12
terminals requesting network resources instead of 60. The relay transmission delay
and machine delays are not taken into account for these scenarios.

Figure 6 shows that by increasing the number of unaggregated M2M devices, the
upload time increases. But for the aggregated and multiplexed devices, the average
file upload time of FTP users increases very marginally. The network assigns more
resources to the M2M devices having high priority traffic as compared to FTP users.
The average end-to-end delay for the M2M devices shown in Fig. 7 for the case of
data aggregation does not increase drastically with the increase in number of the
M2M devices. However, in the unaggregated case, the packet end-to-end delay
increases significantly with the increase in cell load. Also, throughput can be
enhanced when the data of M2M devices are aggregated.
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Figure 8 illustrates that the performance of the network is significantly improved
for the aggregated M2M data traffic as compared to the unaggregated traffic. The
reason for this improvement is that the aggregation of M2M data ensures the usage



256 F. Ahmad et al.

of a minor number of PRBs for the same amount of data transmission. Hence, it
ultimately increases the efficiency of the network.

Conclusion and Future Work

In this paper, we proposed a methodology for facilitation of logistic processes by
exploiting the RN functionality for aggregation and multiplexing of M2M data
traffic. As LTE-A is designed specifically for broadband applications, thus the
integration of large-scale deployment of narrowband, M2M devices can have a
negative effect on the performance of LTE-A network as described in the results.
We illustrated that by integrating the data of several M2M devices, the system
performance can be enhanced considerably with reduced packet end-to-end delays
and higher throughput as compared to the case of unaggregated data in the network.

In our future work, we are planning to implement fully functional RN with
aggregation and multiplexing capabilities in our LTE-A model using OPNET
modeler. The RN implementation can help in improving the LTE-A network per-
formance, when huge amount of M2M devices are deployed along with normal
LTE-A users.
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Impact of Machine-to-Machine Traffic
on LTE Data Traffic Performance

Yasir Mehmood, Thomas Poétsch, Safdar Nawaz Khan Marwat,
Farhan Ahmad, Carmelita Gorg and Imran Rashid

Abstract Machine-to-machine (M2M) communication is an emerging paradigm in
which trillions of intelligent devices are expected to communicate without or with
small human intervention. The increasing M2M devices have severe impact on
long-term evolution (LTE) data traffics. Moreover, the behavior of M2M traffic also
differs from traditional mobile traffic. In future, logistics and transportations are
considered to be the main M2M application areas. These applications disparately
demand more efficient M2M traffic modeling to reduce end-to-end (E2E) delay
between various interconnected machines. This paper investigates several traffic
models and highlights the impact of M2M traffic in logistics and transportation on
LTE data traffic. We evaluate the overall LTE network performance in terms of E2E
delays for file transfer, voice, and video users.
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Introduction

Machine-to-machine (M2M) communication is a pattern which identifies the
evolving paradigm of interconnected machine devices that communicate without or
with minor human interaction. M2M communication is enabling a pervasive
computing environment toward the “Internet of Things” vision. The recent market
analysts predict more than 500 million M2M connections by 2014 (Cox 2010;
TS 23.888 V11.0.0 2012; Cisco 2012). The M2M applications include logistics,
smart metering, e-healthcare, surveillance and security, intelligent transportation,
city automation, and smart monitoring (Exalted 2013). The features of M2M
communication include a large number of M2M devices connected concurrently.
Moreover, M2M machines usually transmit data of small size as compared to
traditional human-type communication. M2M communication is mainly based on
wireless sensors, cellular networks, and the Internet. Low cost and high coverage of
cellular networks like Global System for Mobiles (GSM), Universal Mobile
Telecommunications System (UMTS), and long-term evolution (LTE) are the key
motivations for increasing the number of M2M devices worldwide. To cope with
massive growth in M2M machines, the international standard bodies are developing
new standards to support future M2M traffic. The third-generation partnership
project (3GPP) has been considered the support for increasing number of M2M
communication in LTE networks (Stasiak et al. 2010). In this paper, we investigate
the performance of M2M traffic models in logistics using LTE model developed in
OPNET Modeler.

M2M Communication in Logistics

Transportation and logistics are considered the major M2M communication users
worldwide. Tracking and monitoring vehicle with M2M devices and actuators are
the main application areas of M2M in transportation and logistics. The major
application of automotive M2M communication is fleet management in logistics
(3GPP TR 102.898 2013). M2M applications enable the tracking of vehicles and
cargo containers to collect data about location, vehicle speed, temperature, distri-
bution progress, fuel consumption to ensure efficient logistics management, and in
time goods delivery. With information and control provided by M2M technology in
the logistics, better resource management, operations, and cost efficiency are highly
possible (3GPP TR 102.888 2013). M2M communication system consists of three
fundamental components: The M2M domain, network domain, and application
domain as shown in Fig. 1.

The M2M domain comprised smart machine sensors and actuators which are used
to collect information (e.g., heartbeat, temperature, humidity, etc.). M2M gateways
communicate between M2M device domain and communication networks.
Information collected by sensors reaches to the application domain (M2M
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Fig. 1 High-level architecture for M2M communication system

management servers) through the network domain. The network domain comprises
either wired or wireless networks. The reliability of the wireless networks has made
this technology a vital concept in M2M applications for logistics and transport. The
M2M communication addresses the following main issues in logistics:

Global Connectivity: the monitored cargo moves across various countries; hence, it
is essential to be globally connected to network to stay updated.

Reporting: it is also important in logistics and is provided by the M2M technology
through which the precise location of the freight, movements, and the conditions of
the objects can be easily monitored.

Alarming: the third main emphasis of M2M technology is based on alarming.
Several types of goods are temperature sensitive and the quality may be adversely
affected in case of drastic variations in temperature and humidity.

It is essential to monitor the internal temperature of the container, carrying
temperature-sensitive goods, using temperature sensors, so that in case of any
adverse situation, measures could be taken to retain the desirable quality of the
goods.

In response to the expected rapid growth in M2M devices in the near future, the
cellular operators worldwide are expanding and updating the existing cellular
networks with new introduced cellular technologies. The 3GPP continues to dis-
cover ways to enable operators with features for more capable, economic, and
energy-efficient networks.

LTE standard is introduced by the 3GPP in its Release 8 document series, with
minor enhancements described in Release 9 (ETSI TS 136.213 2008; Tran et al.
2012). It is a standard for wireless communication of high-speed data for mobile
phones and data terminals. LTE networks are aimed to be installed worldwide. These
new network installments (LTE, LTE-Advanced, Massive MIMO, etc.) will largely
improve mobile communication as well as emerging M2M communication
(Mehmood etal. 2013a, b). Table 1 describes the various standardization development
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Table 1 Scope of M2M standard development organizations (SDO)

3GPP | Network improvements between M2M machines

ETSI Functional and behavioral architecture for M2M networks

IEEE Optimization of existing standards for M2M communication, i.e., IEEE 802.16p,
IEEE 802.11ah

TIA Telecommunication Industry Association new M2M standards, i.e., TR 50 TIA
4940.02 and TR 50 TIA 4940.000

OMA | Open Mobile Alliance (OMA) for M2M device management and personal network
services

organizations for wireless communication to support human-based communication as
well as M2M communications.

Long-Term Evolution Role in Logistics

LTE is a wireless communication standard developed by 3GPP with documentation
in Release 8 and some modifications in Release 9 (ETSI TS136 213 2008; Tran et al.
2012). LTE brings complete IP network system with improved system capacity,
increased uplink and downlink peak data rate, and scalable bandwidth (Holma and
Toskala 2009). The peak data rates exceed 300 Mbps, delays below 10 ms, and
noticeable spectrum efficiency gains over early 3G system releases. Further, LTE can
be deployed in new and existing frequency bands, has a flat architecture, and
facilitates simple operation and maintenance. While targeting a smooth evolution
from legacy 3GPP and 3GPP2 systems, LTE includes many of the features originally
considered for future fourth-generation system (Dahlman et al. 2008). The use of
LTE, LTE-Advanced networks, is necessary, because besides the growth in M2M
devices, it is also expected a rapid growth in mobile devices (Cisco 2012).

The basic LTE architecture comprises three components, i.e., user equipment
(UE), the evolved UMTS terrestrial radio access network (E-UTRAN), and evolved
packet core (EPC) as shown in Fig. 2. The EPC is connected to the external
environment, i.e., Internet through packet data networks (PDNs) gateways. The
E-UTRAN mainly consists of eNBs (base stations) that transmit and receive all the

S-GW PDN- GW

MME HSS :

EPC External Network

User Plane
....... Control Plane

Fig. 2 High-level LTE architecture
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radio transmission from UEs to EPC using LTE air interface processing techniques.
The eNBs also control the handling procedures within the same cell and also from
one cell to another. Figure 3 depicts the high-level architecture of LTE-based M2M
communication for logistics.

In logistics, the growths of M2M communication from the earliest M2M devices
that tracked vehicle locations to today’s sophisticated load sensors and driving
behavior monitoring systems have made logistics one of the leading consumers of
M2M devices. For instance, during transportation, if any unfavorable event occurs,
the sensors can transmit information to the company’s monitoring station through
cellular network, and instructions can be sent to the vehicle for possible remedies.

There are more than 15 million containers at any particular time, which are
monitored through M2M devices (Vodafone 2013). This number is still far below
the expected future deployment (Paiva et al. 2011). This increasing M2M data
traffic in logistics and other services might exceed the system capacity of current
cellular systems. The data size in M2M is small, order of few bytes or kilo bytes,
but a huge number of devices randomly accessing the network will influence the
regular LTE traffic. Also, a larger number of M2M devices cannot be connected to
these conventional cellular networks, which will downsize the future M2M market.
Launching 3GPP’s new standard LTE-advanced will greatly improve the M2M
market and the quality of service (QoS) for the M2M customers.

Investigated M2M Traffic Models

The concept of traffic modeling is designing of stochastic processes so that they
match the behavior of physical quantities of measured data traffics (Laner et al.
2013). The major differences between M2M communication and human-based
communication are described as follows: In M2M communication, all machines
behave similarly, while running the same application, i.e., M2M machines are
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fl’ableAZ. M2M traffic models  poge] Average message | Message Data rate
in logistics size (bytes) inter-transmission | (bits/s)
time (s)
6000 60 800
128 60 17.07
1 60 0.134

homogenous. Moreover, the synchronization between M2M devices has made
M2M traffic more coordinated while human-based traffic is uncoordinated (Laner
et al. 2013). Therefore, some changes are required in conventional human-based
traffic models for applicability in M2M communications. In most cases of M2M
communication, a device transmits the measured data in periodical intervals to a
remote end-point. Although those intervals range from several minutes to hours
(Shafiq et al. 2012), the massive number of distributed M2M devices within a
certain cellular network may create a considerable dense scenario. However, also
other devices with network connectivity are present at the same time. In this paper,
some of the M2M traffic models are investigated which are listed in Table 2.

Simulations Setup

The simulation model implementation is achieved using an LTE model in the
OPNET simulation environment. We use OPNET Modeler as the primary model-
ing, simulation, and analysis tool in this work. The LTE model consists of several
nodes with LTE functionalities and protocols implemented as shown in Fig. 4.

a | ICXTEN
'%!*—- e
lication|
» Definition oy Attribute.
Application Profile Mobility .

# Qos Parameters
Global_UE_List

iiddd
iiddd
£ ddddyd

Fiddd

20
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Fig. 4 OPNET project editor
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The remote server supports various services like voice over internet protocol
(VoIP), file transfer protocol (FTP), web browsing, etc. It also acts as a sink for the
uplink data. The remote server and the access gateway (aGW in Fig. 4) nodes are
interconnected with an ethernet link having an average delay of 20 ms. The access
gateway node comprises peer-to-peer protocols such as user datagram protocol
(UDP), internet protocol (IP), and ethernet; both toward the transport network
(TN) and the remote server. The access gateway and eNB nodes (eNB1, eNB2, etc.)
are connected through the TN of IP routers (R1 and R2 in Fig. 4), configured
according to the standard OPNET differentiated service (diffserv) model and routing
protocols. The QoS parameter node is responsible for the QoS parameterization and
traffic differentiation at the TN. The mobility and channel models are implemented
in the mobility node. The user movement in a cell is emulated by the mobility
model by updating the user location at every sampling interval. The user mobility
information is stored in the global user database (Global_UE_List in Fig. 4). This
information is accessible from every node in the system at any given time. In the air
interface, the channel models comprise path loss, slow fading, and fast fading
models.

In this paper, the simulation modeling mainly focuses on the user plane, so as to
be able to perform end-to-end (E2E) performance evaluations. The model was
developed using the OPNET simulation environment (OPNET Modeler 2013).
A comprehensive explanation of the LTE simulation model and details about the
protocol stacks are in Zaki et al. (2011a, b). The OPNET simulations are performed
for various traffic models proposed in (IEEE 802.16p 2010; Pétsch et al. 2013)
under the parameter settings illustrated in Potsch et al. (2013) and given in Table 3.

The M2M traffic models have been listed in Table 2. The LTE uplink scheduler
proposed in Marwat et al. (2012) is used for uplink resource allocation in M2M
communication. The various M2M traffic load performance scenarios are compared
by analyzing the QoS performance of mobile devices with regular LTE uplink

Table 3 Simulation

Parameter Value
parameters Simulation length 1000 s

eNB coverage radius 350 m

Min. eNB—UE 35 m

distance

Max terminal power 23 dBm

Terminal velocity 120 km/h

Mobility model

Random way point (RWP)

Frequency reuse
factor

1

Transmission 5 MHz (for downlink and uplink
bandwidth each)
No. of PRBs 25 (for downlink and uplink each)
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traffic. The LTE traffic for simulations includes voice, video, and file transfer as
shown in Table 3. The regular LTE traffic load is kept constant and the M2M traffic
load is varied in the scenarios for all the traffic models listed in Table 2. In all
scenarios, the number of voice, video, and file transfer users is 10 each. In the first
scenario, 300 devices are deployed in the cell. The number of devices reaches 450
in second scenario and 600 in the third scenario. For each traffic model, the velocity
of mobile devices is kept constant, i.e., 120 km/h for all scenarios.

Results and Analysis

In the simulations, we illustrate the performance of various traffic models investi-
gated by analyzing the impact of these models on the network performance in terms
of QoS and throughput. 10 FTP users, 10 VoIP users, and 10 video users are
deployed in all the scenarios. However, the number of trailers, facilitating M2M
devices, is varied in the scenarios to evaluate the network performance. A number
of trailers in the scenarios are 300, 450, and 600. The impact of varying M2M traffic
load in the scenarios on LTE services is illustrated with parameter such as the file
upload time, voice, and video packet E2E delay.

Figure 5 depicts the performance of FTP traffic in terms of file average upload
time. The results in all the models clearly reflect the considerable amount of delay
in file transfer users. By increasing the number of M2M traffic, i.e., from 300 to 450
and then to 600, the average upload time for FTP users increases. Figures 6 and 7
depict the performance of voice and video users in terms of voice packet E2E delay.
All the three models show no major impact of M2M devices on LTE voice and
video traffic (Table 4).

Fig. 5 Files upload time for 250 -
model 1, model 2, and
model 3 | =300 M2M

245
W 450 M2M

m 500 M2M

240

2351

230

File Upload Time (sec)

5]
(]
w

]
(]
o

Model 1 Model 2 Model 3
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Fig. 6 Voice average packet
end-to-end delay for model 1,
model 2, and model 3

Fig. 7 Video average packet
end-to-end delay for model 1,
model 2, and model 3

Table 4 LTE traffic models
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Model 2 Model 3

Parameter

Setting

VoIP traffic Model

Silence length

Exponential distribution, 3 s mean

Talk spurt length

Exponential distribution, 3 s mean

Encoder scheme

GSM EFR (enhanced full rate)

FTP traffic model

File size

20 Mbyte

File inter-request time

Uniform distribution (80-100 s)

Video traffic model

Frame size

100 Kbyte

Frame inter-arrival time

75 ms

VoIP traffic Model

Silence length

Exponential distribution, 3 s mean
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Conclusion and Future Outlook

In this paper, we investigated several M2M traffic models for logistics. Moreover,
we evaluate performance of these models and their impact on LTE regular traffic.
The FTP users suffer large delay in file upload time due to low priority as compared
to M2M devices. While voice and video users show no major influence because of
M2M traffic, the priority of voice and video users is more than the M2M devices.

In future work, we have planned to introduce the aggregated traffic modeling
approach in our LTE-advanced model using OPNET modeler in order to improve
the network performance. Relay node is one of the significant features of
LTE-advanced that can be best utilized as an intermediate terminal between M2M
devices and eNB for data aggregation.
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Dynamic Temperature Control
in the Distribution of Perishable Food

Antonio G.N. Novaes, Orlando F. Lima Jr, Carolina C. Carvalho
and Edson T. Bez

Abstract The temperature of chilled and frozen products along the distribution
phase must be maintained within close limits to ensure optimum food safety levels.
The temperature variation along the vehicle routing sequence is represented by
nonlinear functions which depend on the process stage (line haul, unloading at
customer’s premises, local displacements, etc.). The usual vehicle routing opti-
mization strategy is generally based on a traveling salesman problem
(TSP) sequence, with the objective of minimizing travel distance or time. It is shown
in the paper that in order to maintain the temperature variability within adequate
restriction limits, other routing strategies, apart from the TSP criterion, should be
considered.

Keywords Cold chain - Perishable cargo - TTI - PCI - Vehicle routing

Introduction

Lifestyle changes over the past decades led to increasing consumption of refrig-
erated and frozen foods, which are easier and quicker to prepare than the traditional
types of food. In order to ensure product quality and health safety, the control of
temperature throughout the cold chain is necessary. In fact, in addition to tem-
perature, a number of factors affect the maintenance of quality and the incidence of
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losses in fresh food products, but since temperature largely determines the rate of
microbial activity, which is the main cause of spoilage of most fresh food products,
continuous monitoring of the full-time temperature history usually allows for an
adequate control of the process along the short- and medium-distance distribution
segments (Giannakourou and Taoukis 2003). The quality of these products may
change rapidly because they are submitted to a variety of risks during transport that
are responsible for material quality losses. In practical terms, the maintenance of an
optimal temperature throughout the postproduction handling chain is one of the
most difficult tasks. In short- or medium-distance delivery runs, the chilled or frozen
product can be subjected to many door openings, where there is heat ingress
directly from outside air and from personnel entering to select and remove product
(James et al. 2006; Pereira et al. 2010). Frequent door openings can also lead to
increased evaporator frosting, resulting in a reduction of the evaporator’s perfor-
mance and an increase in the need for defrosts, particularly in humid weather
conditions (Estrada-Flores and Eddy 2006). Additionally, the design of the vehicle
refrigeration system has to allow for extensive variation in load distribution, which
is a function of different delivery rounds, days of the week, and the removal of
product during a delivery run. As a result, there are substantial difficulties in
maintaining the temperature of refrigerated products transported in small- and
medium-size refrigerated vehicles that perform multidrop deliveries to retail stores
and caterers (James et al. 2006).

This paper reports a time—temperature indicator (TTI) analysis of a distribution
of refrigerated products along a route containing a number of retail outlets with
different demand levels. TTIs are tools used to monitor the time/temperature
impacts on product quality, offering a cost-effective way to detect problematic
points in the chill chain. TTI can furnish time- and temperature-dependent changes
that cumulatively indicate the thermal history of the product from the point of origin
to its destination (Giannakourou et al. 2005; Estrada-Flores and Eddy 2006; Sahin
et al. 2007; Simpson et al. 2012; Novaes et al. 2013). Process capability indices
(PCI), on the other hand, are additionally calculated to yield easily computed
coefficients with dimensionless functions on TTI parameters and specifications
(Chang and Bai 2001; Chang et al. 2002; Gongalez and Werner 2009). This kind of
TTT application helps to reveal undesired thermal conditions that may impair the
compliance of product quality requirements along the supply chain.

The paper analyses alternative vehicle routing strategies intended to minimize
travel cost, but at same time keeping thermal PCI performance indicators within the
required levels. It is shown that the standard traveling salesman problem
(TSP) approach, used to solve classical routing problems where vehicle travel
distance or time is minimized, may lead to temperature restriction violations. Thus,
instead of using a standard heuristic to get the optimized TSP vehicle routing
sequence, such as the largely employed 2-opt and 3-opt improvement routines
(Syslo et al. 2006), other routing strategies, apart from the TSP criterion, are
considered. In addition, fault occurrences along the distribution process as, for
example, exceptional delays in discharging the product at specific retailer premises,
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will trigger dynamic corrective measures intended to maintain temperature within
the prescribed levels.

Thermal Characteristics of Refrigerated Transport

Road transport refrigeration equipment is required to operate reliably in much harsher
environments than stationary refrigeration equipment. Due to the wide range of
operating conditions and constraints imposed by variable cargo space and weight,
transport refrigeration equipment has lower efficiency levels than stationary systems.
The thermal performance of refrigerated vehicles is also dependent of age, since
insulation materials deteriorates with time due to the inherent foam characteristics.
Recent data show a typical loss of insulation value of between 3 and 5 % per year
which can lead to considerable rise in the thermal conductivity after a few years
(Tassou et al. 2009, 2012). The effects of door openings are another important concern
in refrigerated cargo transport (Estrada-Flores and Eddy 2006; Pereira et al. 2010).
Generally, models that address the prediction of heat and mass transfer during
transport can be divided into those that consider the environment within the
transport unit (usually in regard to airflow), and those that concentrate only on the
temperature of the product (James et al. 2006), which is the case of this work.

Time-Temperature Indicators (TTI) Associated with Route
Simulation

TTIs are defined as specific measures that can show time- and temperature-
dependent changes that cumulatively indicate the thermal history of the product
from the point of origin to its destination (Estrada-Flores and Eddy 2006; Sahin
et al. 2007). A number of papers on refrigerated food transport address the TTI
evaluation along the cold chain process (James and Scholfield 1998; Giannakourou
et al. 2005; Estrada-Flores and Eddy 2006). In order to gather TTI data, field tests
and/or laboratory measurements are frequently performed. Such procedures are
costly and take time. One alternative is to rely on computer simulation based on
previous research endeavors, as the CoolVan research program developed to predict
the temperature of refrigerated food during multi-drop deliveries. CoolVan is a
simulation software developed by the Food Refrigeration and Process Engineering
Research Center at the University of Bristol, UK. The brief description set forth was
extracted from two works (Gigiel et al. 1998; CoolVan Manual 2000).

The objective of CoolVan is to aid the design and operation of small- and
medium-delivery vehicles intended to distribute refrigerated food products (Gigiel
et al. 1998; James and Scholfield 1998; James et al. 2006; CoolVan Manual 2000).
The software contains a mathematical model that predicts food temperatures inside
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a refrigerated vehicle, analyzing the temperature changes that take place during a
delivery journey, as well as the energy used by the refrigeration equipment. The
model is solved using an implicit finite difference method. The heart of the
CoolVan program is the temperature inside the vehicle. The internal air exchanges
heat with the outside environment by the movement of air into and out of the truck,
while the doors are either opened or closed. Inside the van the racking, fittings,
trays, and food exchange heat with the van air. Evaporator coils or eutectic plates
cool the inside air to maintain its temperature. The usual food distribution scheme
starts with the vehicle being loaded at the distributor’s premises and traveling to a
series of retail outlets, where the individual lots are discharged in sequence. The
program puts the results into an output file that can be saved. Vehicle data are fed
into the CoolVan program: the thermal properties of the insulation system, the year
of the van manufacture, the aging rate which depends on the vehicle maintenance
characteristics, etc. Data were measured empirically in several vans, allowing for
the fitting of appropriate equations and parameters into the model.

Thermal Performance Evaluation with Process
Capability Indices

A PCI is a numerical element that compares the characteristics of a production or
servicing process to engineering specifications (Chang and Bai 2001; Chang et al.
2002; Czarski 2008). A value of such an index equal or larger than a pre-established
level indicates that the current process is capable of producing results that, in all
likelihood, we will meet or exceed the predefined requirements. A capability index
of this sort is convenient because it reduces complex information about the quality
of the process to a single number. Thus, PCI can be defined as measurements of the
ability of the production and servicing processes to meet the specifications. In our
application, the analysis of the temperature variability inside a refrigerated vehicle
is performed by means of PCI estimation applied to TTI values, showing the
temperature distribution on the data collected along a typical distribution journey.

Usually, capability indices are employed to relate the process parameters to
engineering specifications that may include unilateral or bilateral tolerances, with or
without a target value (nominal value). In this application, the monitored variable is
the temperature 6 inside the vehicle along a typical distribution journey of refrig-
erated food products, with mean u and standard deviation o. In this case, there are
two-sided specification limits for 8, respectively the upper value USL and the lower
value LSL. Clearly, the aim of process control is to make C,, as large as possible.
When the TTI distribution of 6 is not normal (Czarski 2008), the standard PCI
coefficient is Cp defined as (Chang et al. 2002)

USL — p pu—LSL
, } ()

Cok = mm{ 30 3%
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If Cpx > 1 it indicates that the temperature variation fits within the specified
temperature limits. As a rule of thumb, a Cpx = 1.33 or higher is indicative of a
capable process with a safety margin. Gongalez and Werner (2009) compared a
number of approximate methods to evaluate non-normal situations and suggested
that the method of Chang and Bai (2001) reflects with accuracy the number of
non-conforming items in the evaluated sample, being superior to the other analyzed
methods. Such method adjusts the values of PCIs in accordance to the degree of
skewness of the underlying population by using specific factors in computing the
deviations above and below the variable mean. The method, employed in this
application, is based on the idea that o can be divided into upper and lower devi-
ations, oy and or, which represent the dispersions of the upper and lower sides
around the mean u, respectively (Chang and Bai 2001; Estrada-Flores and Eddy
2006; Novaes et al. 2013).

The Static Approach

The objective of this research is to analyze a regional distribution of ready-to-eat
refrigerated meat products (ham, turkey and chicken breasts, salami, sausage). The
urban distribution district is located 84 km from the base depot. The served urban
district has an approximated area of 73 km?, where are located 12 retail shops and
supermarkets to be attended, as shown in Fig. 1. Traditionally, the optimal sequence
of points to be visited is the one obtained with a TSP algorithm, which yields the
shortest Hamiltonian cycle that includes, in this application, all the retail outlets,
plus the depot. Figure 1a depicts the TSP route, obtained with a 3-opt local search
heuristic (Syslo et al. 2006), with a total extension of 204.1 km. The search for an
optimal vehicle routing sequence requires quite a number of combinatory evalua-
tions. On the other hand, the process for obtaining accurate TTI data is not a simple

(b)

District

(a)

District

TSP sclution (Cpk = 0.35);
(TSP inverse, CPK = 0.15)

D =204.1 km ﬁ [Q

Depot Depot

Simulated annealling solution
(Cpk = 1.35 and D = 233.6 km)

Fig. 1 Two alternative delivery routes
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task, since it requires special laboratory settings (Moureh and Derens 2000; Tso
et al. 2002; Estrada-Flores and Eddy 2006; Garcia 2008) and/or elaborate field tests
(Pereira et al. 2010; Simpson et al. 2012). One possibility is to apply the simulation
approach, such as the CoolVan software, in order to gather basic TTI data to be
used in a computer-aided routing analysis.

In this application a hybrid approach was devised. It involves a combination of
methods divided into three steps. First, the CoolVan software was used to simulate
the thermal characteristics of the basic routing scheme represented by the TSP
formulation as shown in Fig. la. Next, taking the CoolVan simulation results, the
operating stages that compose the temperature evolution along the distribution
journey is analyzed individually in order to define mathematical functions that
relate temperature to the explaining variables. Third, a computer program was
developed to estimate temperature levels step by step along the route, considering
different delivering sequences and forming TTI sets. PCI coefficients are then
computed in order to analyze the thermal performance of the different delivery
sequences, leading to the optimal solution that minimizes traveled distance, but at
the same time maintaining temperature levels within predefined limits.

A total of 12,000 kg of assorted refrigerated meat products are distributed in one
daily round, with two retailers receiving larger quantities (7000 and 2000 kg
respectively), while the other ten clients get 300 kg each. The average discharging
times are 9.8, 23.3, and 62.7 min for clients receiving 300, 2000, and 7000 kg of
refrigerated cargo per visit. The vehicle is a 143 HP, diesel-powered Volkswagen
model 8150, with an internal compartment of 25.3 m>. The simulation starts with
the line-haul phase, which goes from the depot to the first client in the district, and
takes 84.3 min. The distribution process is composed of four stage types:
(1) line-haul segments linking the depot to the first client and, inversely, connecting
the last visit to the depot; (2) delivering stages when the vehicle crew discharges the
product, with the engine turned off and the doors opened; (3) local travel, with the
vehicle going from one client to the next; and (4) occasional insertion of corrective
refrigeration stops, with the vehicle parked, the doors closed and the refrigeration
unit turned on (see section “Inserting Corrective Refrigerating Stops”). The tem-
perature variation inside the vehicle can be expressed as (Hoang et al. 2012)

0(t) = O exp [ﬁ%] (2)

where 6(7) is the air temperature (°C) inside the vehicle at time 7, 8y is the initial
temperature, m is the total mass of the product contained in the vehicle, H is the
heat transfer conductance (W K™"), C is the thermal capacity (J kg~' K1), and § is
a coefficient. In the application, m is expressed as a fraction of the total load carried
by the vehicle. The value of  depends on the process stage, being negative for
stages (1), (3), and (4), and positive for stage (2). Equation (2) shows that the
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Fig. 2 Histogram of TTI data 180
along a typical delivery
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temperature does not vary linearly with time. In addition, the CoolVan simulator
also considers the influence of the external temperature in the vehicle thermal
process, which is more relevant in the discharging stage because of door openings.
Departing from the CoolVan simulation results and adjusting the S coefficient
values for each stage with regression analysis, different delivering sequences are
analyzed to generate TTI series, to which the corresponding PCI values are
computed.

Applying the PCI evaluation method to the TSP route depicted in Fig. la, it
resulted a total traveled distance D = 204.1 km, with an unsatisfactory Cp = 0.35.
A simulated annealing procedure was developed to get the shortest route, but
respecting the restriction Cpy > 1.33. The resulting optimal route is 1-7-8—6-9-10-
5-11-3-12-2-4, as shown in Fig. 1b, with a total travel distance D = 223.6 km
and Cp, = 1.35, showing a 9.5 % increase in the traveled distance as compared to
the TSP solution, but keeping the temperature variation within the required range.
Figure 2 shows the histogram of the 418 TTI values generated by the simulation of
the optimal solution. The probability distribution is skewed to the right, justifying
the use of the Cy coefficient.

It has been observed that the Cy values are very sensitive with time, mainly the
discharging times at retailer’s premises. The first conclusion, still in the static
decision framework, is that the discharging times should be reduced substantially,
with extensive field personnel training, and the need to perform campaigns directed
to retailers, who sometimes are responsible for unexpected delays in the process.

The Dynamic Approach

In order to avoid drawbacks in product quality control, three dynamic fault
detection and countermeasure actions are analyzed forth.
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Reprogramming Visits

Let us take the optimal visiting sequence of Fig. 1b. Suppose that cargo discharge in
outlet 8 has shown a 10 min delay. Running the TTI program again, it produced
Cpx = 1.10, which is not satisfactory. When this delay happens, clients 1, 7, and 8
have already been visited. Keeping unaltered these visits, the program applies the
simulated annealing routine again to re-organize the remaining nine visits. The
resulting optimum forward sequence is 9-3-2-10-11-4-12-5-6, with Cyx = 1.33
and D = 239.3 km. Although the reprogramming of deliveries might not generate a
satisfactory scheme sometimes, this dynamic countermeasure should always be
analyzed by the monitoring system, since it is a lower cost option.

Inserting Corrective Refrigerating Stops

Vehicle door openings, even with protection such as air or plastic strip curtains,
show expressive temperature raises during refrigerated cargo deliveries. When an
expressive delay is observed in a delivering visit, it may be convenient to keep the
vehicle standing along the curb with the doors closed and the refrigeration equip-
ment turned on. Let us reconsider the optimal visiting sequence of Fig. 1b with an
unexpected discharging delay of 10 min at retailer #8. For this situation one has an
unsatisfactory Cpx = 1.10 value. Stopping the vehicle for 5 min just after this
delivery, with doors closed and the refrigeration running, the TTI program esti-
mated Cp = 1.56, a quite satisfactory level. Depending on the necessary stopping
time to improve the Cp value, the planned delivery chronogram to the remaining
outlets may turn problematic and therefore, the impacts of this action upon the
service level and costs must be evaluated accordingly.

Seeking External Help

Novaes et al. (2012) analyzed a dynamic OEM pickingup (milk-run) routing
problem in which tasks that will exceed the time limit in a route are assigned to
supplementary vehicles, thus forming auxiliary dynamic routes. The results have
shown that this dynamic formulation considerably improves the service level when
compared with the static version. In the case of delivering refrigerated food,
however, the eventual transference of cargo to other vehicle is more complex
because it requires a rendezvous of both vehicles in an established point and time
along the journey, with the physical transference of the product between the two
trucks. One alternative is not to deliver the cargo with unsatisfactory Cyy levels, but
take them back to the depot, and charge the responsible retailer for the corre-
sponding product loss and additional operating costs.
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Conclusions and Research Prospects

In this paper, we described a dynamic model for the real-time management of a
vehicle performing a sequence of delivery visits of refrigerated food. It is shown
that, in order to maintain the temperature variability within predefined restriction
limits, other routing strategies, apart from the TSP criterion, should be considered.
Since the vehicle routing time is composed by quite a number of independent
random variables with expressive variances, and since the resulting TTI elements
are nonlinear functions of time (section “The Static Approach”), the Cpx evaluation
factors are very sensitive to differences between the planned and the actual routing
chronograms. Because of that, we performed sensibility analyses to define previous
countermeasures in order to avoid product losses and delivery postponements.
A new project already in course in our research group is intended to setup a
dynamic control system to evaluate the routing sequence step by step, indicating
which countermeasures should be taken in advance as to improve service level and
reduce costs and product losses.
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RFID-Enabled Real-Time Dynamic
Operations and Material Flow Control
in Lean Manufacturing

Muawia Ramadan, Mohammed Alnahhal and Bernd Noche

Abstract Over the past decade, due to its superior characteristics over other data
capturing systems, the trend toward implementing radio frequency identification
(RFID) technology in real-time production is increasing. However, RFID adoption
is still not mature enough to cover today’s production environments’ aspects and
needs. This research addresses the significant role of RFID in smart lean manu-
facturing sustainability and lean digital factories. This paper focuses on expanding
the utilization of RFID system beyond tracking to include intelligent real-time
control of production operations from the value stream point of view. Therefore a
real-time RFID-based dynamic value stream mapping (DVSM) is developed to
overcome the limitations of snapshot VSM in order to live monitor the dynamic
behavior of production shop-floor (PSF). DVSM is used as a real-time
computer-based lean tool that contains different real-time operations control mod-
ules, and if-analysis functions to sustain LM practices and to achieve lean aims. An
example of the real-time module which runs through DVSM to support LM aims is
developed. It is called real-time dispatching priority generator (RT-DPG) module.
RT-DPG contains different material flow control rules to live prioritize the material
flow in unpredictable dynamic production environments, and thereby real-time jobs
dispatching priorities will be more practical and precisely generated to match
load-leveling schedule which is based on “Takt-time” and enhance production
smoothing to reduce the total cycle time.
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Introduction

The increasing product customization in global markets is creating more job shop
environments in the manufacturing world (Velaga 2012; Zhong et al. 2013). In any
job shop, the high customized products pass through a sequence of workstations as
specified in their routing and they may wait for the required resources at those
workstations. The total waiting time of the products in the entire value stream
usually constitutes a major part of production lead time which plays a critical role in
the leanness level (Velaga 2012). Within LM context, comparing this undesirable
time to value added or processing time gives a shock, particularly for job shops with
high-mix and low-volume production (Rother and Shook 2003).

In this regard, poor visibility of the current PSF status and frequent disturbances
during production (e.g. machine breakdown, unexpected defective parts) make it
difficult to accurately predict job progress. These disturbances cause additional
wastes such as customer orders delays, logistics errors, and high level of work-in-
progress (WIP) inventories which hinder the manufacturers to achieve lean goals.
Furthermore, many experts in LM implementation agree that a common reason for
lean failure lies in the tendency to apply the wrong solution based on old status to
the current problems (Pavnaskar et al. 2003) which refers to a serious time-gap
between the physical activities on PSF and the associated information flow, that is
caused also due to snapshot VSM and the poor real-time visibility (Zhong et al.
2013). To overcome these challenges, radio frequency identification (RFID) has
been proposed to support automatic/smart real-time data capturing, aiming to fill the
time-gap between the material flow and operations progress on PSF, and the
associated information flow (Giinther et al. 2008; Chongwatpol and Sharda 2012;
Baudin and Rao 2005; Blanchard 2009). Here, RFID replaces barcode and other
paper-based data capturing systems to eliminate the associated human errors and the
scanning time.

Focusing on the value stream aspects, this paper discusses how LM goals (e.g.
minimum WIP level, zero lead time to customer, no late orders, full utilization, zero
defect, etc.) (Hopp and Spearman 2008) can be achieved through DVSM-based
RFID which increases the PSF real-time visibility and supply the decision makers
with full, accurate, and real-time information about the actual status. Furthermore,
this paper describes through one example module (i.e. RT-DPG) how DVSM could
be utilized not just as a tracking tool but as a real-time decision-making tool where
several real-time control modules can be constructed to generate real-time deci-
sions. The RT-DPG module is developed to set the optimal dispatching rule [e.g.
first in-first out (FIFO)] during normal status or to generate an optimal dispatching
sequence during disruptions to prioritize the waiting WIPs at the preceding
supermarket or a queue, and will be processed at the next workstation. This will
enhance the real-time Kanban control to meet load-leveling schedule, and thereby
meet customers demand. The working logic of the module depends on checking
actual PSF status, and accordingly generates the optimal dispatching sequence
based on the constructed control rules. In this way, the impacts of the disturbances
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and their consequences can be avoided in advance. Through using RT-DPG, it is
expected to reduce the WIPs inventory level along the value stream and eliminate
the resulting wastes, where the manufacturing lead time will be significantly
reduced and the resources will be optimally utilized.

Literature Review

Dispatching rules play a critical role in reducing the total lead time and meeting the
production planning and scheduling (Zhong et al. 2012). The importance of dis-
patching priorities lies in decreasing the line variability, reducing the jobs waiting
time before workstations, increasing the utilization of resources, and improving the
production smoothness (Bohnen et al. 2013). But in reality, due to the continuous
changes in production; no specific dispatching rule works well all the time (Hopp
and Spearman 2008).

Typically, the scheduling in LM uses the load-leveling box based on “Takt time”
to support the working of Kanban and to enhance the “one piece flow” to achieve “a
smoothed production” and to meet the customers demand. However, load-leveling
schedule practice becomes difficult to be meet in today’s high dynamic and cus-
tomized production environment, because it is not relevant to such production
environments that simultaneously produce high-mix and low-volume orders with
different due dates, priorities, routings, process times, and resource and material
requirements (Velaga 2012). One of the major difficulties in managing such envi-
ronment’s operations may be a lack of accurate and comprehensive, time-sensitive
data and information (Chongwatpol and Sharda 2012).

Over the past decade, RFID technology has gained significant interests in many
industrial areas due to its special characteristics and superior capabilities (e.g. no
direct line-of-sight operability, fast reading rate, high data storage capacity, etc.) over
other Auto-ID technologies especially the barcode technology to eliminate the
associated human errors that result in incomplete, inaccurate, and untimely infor-
mation which is considered as a misleading information (Huang et al. 2009; Visich
et al. 2009). The adoption of RFID in logistic, supply chain, manufacturing, ware-
house management, quality, maintenance, and other fields has been investigated by
(Mueller and Tinnefeld 2008; Chen et al. 2009; Shi et al. 2009; Sabbaghi and
Vaidyanathan 2008; Attaran 2007). For increasing data granularity and effectiveness
of the real-time automatic data capturing systems; several studies (Jiang et al. 2010;
Brintrup et al. 2010; Ruhanen et al. 2008; Zhekun et al. 2004) investigated the
possibility of RFID-sensors integration such as velocity, force, vibration, displace-
ment sensors, etc., to collect equipment-related data, measuring tools, and WIP-
related quality data. However, most of previous researches are supply chain-oriented
while none of these researches have focused on the methodology of how RFID can be
integrated with LM practices to serve for achieving lean goals and targets.

In dynamic production scheduling, few studies (Zhong et al. 2012, 2013; Hozak
and Collier 2008) expanded the powerful features of RFID in dispatching priority
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methods for better production scheduling. For instance, (Zhong et al. 2012) pre-
sented a holistic data-mining approach for generating dispatching rules depending
on RFID real-time PSF data. However, these studies lack the focus on the core of
the value stream and pull production concepts to enhance other LM tools and
practices. Therefore, this work introduces a new approach to improve the flexibility
of LM through tackling the dynamic behavior of production environments which
helps to achieve lean targets. The next section, describes the DVSM as a real-time
LM-enabler and sustainability tool with dynamic aspects helps to enhance other
LM-tools and practices, identifies the root causes of wastes to eliminate them, and
creates more values.

RFID-Enabled Dynamic Value Stream Mapping
(RFID-DVSM)

In today’s mass-customization production system, the traditional VSM has many
limitations (Abbas et al. 2001). Generally, for enhancing lean practices in such
environments; there is a need to develop a real-time computerized VSM instead of
snapshot paper-based VSM to address the complexity and dynamical behavior in
such production environments. This section briefly presents a framework of
computer-based VSM supported with RFID in order to live monitor and control the
production processes of entire PSF in term of products value steam.

Through installing RFID and other supportive Auto-ID systems, almost all the
manufacturing objects including tools (e.g. cutting tools), movable and stationary
assets (e.g. machines, conveyors), spaces and locations, human resources (e.g.
operators—if possible), materials, etc., are attached with a RFID-tag to become
intelligent/smart objects and become easy to be monitored and tracked. Thus,
different types of information such as WIPs arrival/departure time, processing
starts/ends time, containers’ location/capacity, setup time, supermarket status,
equipment/tools status, critical production parameters at workstation like temper-
ature, etc., can be cost-effectively captured and mapped to the DVSM modules for
real-time decision making and further analysis concerning continuous improve-
ments. For example, the processing starts/ends time is recorded on machine’s and
product’s tag to be used either for optimizing the WIP lead time or for machine
utilization estimation, and maintenance issues which support total productive
maintenance (TPM) as one of lean pillars. Generally, through these tags, each
object status is tracked or monitored to be included in lean sustainability process.

DVSM has a central database which pools real-time information from all virtual
VSMs in term of value stream; here a virtual VSM is a hypothetical computer-based
material flow map which is needed to produce a custom product through sequence
of operations. In Fig. 1, as the operations are producing and the time progresses,
DVSM includes labors and supervisors in lean practices through the momentarily
interaction with the real material flow, equipment usage, machine status, WIP level
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and location, etc., to achieve an effective real-time synchronized production
activities with minimum wastes. Furthermore, the pooled real-time data are mapped
to the suitable DVSM built-in control modules to generate the right decision at the
right time. The steps 1-18 in Fig. 1 describe the sequence of activities and how the
logistics and production operators (LO & PO) interact through monitors with
real-time operations progress. The work logic of DVSM is summarized in the
following steps: (1) Automatically, map the corresponding operations and material
flow information to the database of virtual VSM of each custom product.
(2) Automatically, generate the custom product actual VSM. (3) Simultaneously,
monitor multiple product VSMs at supervisor and labors monitors to track the
production progress of each product. (4) Explore the real production time, waiting
time, WIP level at each store point, transportation time and routes, and other
production constrains. (5) Display the related delays, defect quantity, machines and
equipment utilization, setup time, etc., on the VSM timeline. (6) Pool and list all
individual VSMs’ information under its corresponding database in the DVSM (like
machine’s processing starts/ends time, labor locations, etc.). Here, DVSM has a
central database of production information. (7) Recall the required information from
the central database to the built-in control algorithms or control rules and the
if-analysis functions. (8) Generate new work instructions, decisions, notifications,
and warnings. (9) Display the generated work instructions, decisions, notifications,
and warnings to be executed by the right labor at the right workplace.

Work stage n

wWRAow
Work-Stage j+1
Output Supermadetjs1 [ input
Butferj | Bufferjs1
. o - .
h I—I.. Work-Stages

{lie)  Reader detectthe departure/arrival time of containers & tems
———= Material Flow
=== nformation Flow

*Step S, 10 aim to aveid moving the wrong material or container.

Legistics Point

Fig. 1 DVSM enabled real-time operations and material flow control based on pull system
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Through DVSM and based on LM concepts, several real-time modules and
if-analysis and predictability functions can be constructed to execute powerful tasks
to reach higher leanness score. For example, real-time WIP-tracking module is used
to identify any type of waste (e.g. Overproduction, defects, inventories, etc.) and
track manufacturing lead time components (e.g. processing time, moving time,
transporting time, queuing time, etc.) of each product to specify and localize the
wastes in term of time along the value stream. Other modules are developed like
real-time Kanban control module, real-time LM tools sustainability module (e.g.
58S, Poka-yoke, line balancing, etc.), real-time production performance monitoring
module, real-time manufacturing cost tracking module to displays a real-time
product cost-development in term of the value stream, and measures the monetary
impacts of implementing LM improvements in order to bridge the gap between the
operational and financial views in one pool thereby demonstrate and approve these
improvements with higher degrees of confidence. This paper discusses the RT-DPG
module which is considered as supportive module for real-time Kanban control
module.

DVSM-Enabled Dynamic Dispatching Priority Generator

In this section, a built in DVSM real-time dispatching priority generator (RT-DPG)
module framework is developed. It is expected to significantly reduce the total
waiting time and contribute to eliminate the non-value added activities through
increasing the flexibility of material flow along the value stream and improving the
accuracy of tasks synchronization during resources interaction-based real-time
status of PSF to meet the load-leveling schedule at pacemaker workstation.

In reality, no specific traditional dispatching rule works well all the time (Hopp
and Spearman 2008). In this paper, we proposed a new method to set priorities for
waiting WIPs according to their current status. This method is called “dispatching
priority values” method to prioritizes products processing sequence at the next
workstation according to the live working conditions and its valued, for example
between “1” as lowest priority until “5” as the highest priority value. To generate
the optimal dispatching priority values through this module; several real-time
operational (e.g. labor, machines, equipment, material, etc.) and customer con-
strains are considered which play an important role in determining the most suitable
and optimal dispatching rule/value to meet load-leveling schedule.

To do so, the real-time complex event processing (RT-CEP) method with
“pseudo-event” is used to construct the real-time control rules. In this context, a
primitive event is an action occurrence at the specific time point (7y;) and the
location (Lyiy;) which causes a state change, while complex events are patterns of
primitive events and happen over a period of time (Wang et al. 2009). In DVSM
function modules, we use this method to aggregate the correlated primitive events
in order to generate the most suitable decisions.
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DVSM Real-Time Dispatching Priority Generator Based
on RFID-Complex Event Processing

The RT-DPG module in DVSM as shown in Fig. 2 includes three main functions:
First: CHECK in real-time production condition function (RT-PCF): which fre-
quently checks the actual PSF’s operational information in DVSM and their cor-
responding managerial information in ERP software. The operational information is
in the form of primitive events which mainly contain (object ID, location,
Timestamp) (Wang et al. 2009).

In other words, ERP is tied and interacts with reality on PSF through DVSM.
We classify the data into ERP-managerial data and DVSM-operational data. For
instance, the ERP-managerial data contains bill of materials (BOM) of each custom
product, standard production operations time along the value stream and assets
related information, orders due date/penalty value/customer importance, existence
of hot jobs or special custom product, and the availability of subassemblies/
components and materials in warehouse. The DVSM-operational data contains
actual production operations time (start/end) and actual status of each WIP and
resource along the value stream like availability of machines/equipments/quantities
of WIP in supermarkets to start operation. As mentioned earlier, each event is a
minor change in the status of PSF in term of time and location. This step is
considered as real-time scanning and updating of the PSF condition.
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Fig. 2 The working logic of real-time dispatching priority module in DVSM
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R1- Rule condition key: Hot Job

1- [Check] WIP types P, & quantity QP;,waiting time of each P,, due date of each P,
penalty cost of each P; backlog-order at supermarket S;

2- [Check] Availability of machine M;

3- [Check] Availability of LO & PO at M;

4- [Check] Availability of required material at M;

IF hot jobs are waiting in S;, AND,IF machine M; is available after time t, AND,IF PO &
material-if any-at M;is available; THEN Set the highest priority value to hot job HJ;with the
highest penalty cost

Display <“dispatch H]; from S; -to-M;"> to LO as next task at§;
ELSE terminate the R1 AND set FIFO-rule

Fig. 3 Hot job dispatching rule in RT-DGF

Second: RULES in real-time dispatching generator function (RT-DGF): This
contains several control rules aiming to aggregate the correlated primitive events.
The satisfied RT-DGF’s rule activates several IF-checks with RT-CEP constructors
in order to diagnose the exact condition. Finally, according to the identified con-
dition the priority rule/value will be generated.

Third: ACTION in real-time display and execute function (RT-DEF): the output
from step two is displayed at relevant labors’ monitors such as work-instructions,
notification or warnings, etc., in order to be executed immediately or after a certain
time.

For simplicity, Fig. 3 presents a control rule to prioritize a hot job with earliest
due date or highest penalty cost or highest customer importance to be dispatched
from an upstream supermarket to a downstream workstation.

In order to prioritize a hot job with the highest priority value, this example shows
that specific information in the ERP is live checked and compared with the actual
condition at the supermarket as the target location. In reality, if there is one hot job
in supermarket; this rule will be activated in order to assign the highest priority
value to this product. But if there are more than one hot job; some criteria like
earliest due date, high penalty cost, and customer importance are compared in
simple way or through specific algorithms to generate the highest priority product.
For comprehensive intelligent PSF control system; complex control rule should be
constructed which includes the status of the upstream and the downstream work-
stations, where the impact of changing the dispatching priorities at one location is
considered on the entire value stream performance to avoid any discrepancies.
Finally, we have to notice, that the more the tracked objects included and checked
in this module the more the precise priority decision will be made.
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Conclusion and Future Work

This paper discusses the possibility of expanding the utilization of RFID system
beyond tracking to include intelligent production operations, and material flow
control in context of LM to face the dynamic behavior of the production systems.
DVSM is developed to overcome the limitations of VSM and to keep pace with
today’s production needs and aspects, and focuses on the value stream aspects to fill
the serious gap between the material flow and the information flow in shop-floor.
DVSM is used mainly to sustain LM practices in PSF through several real-time
operations control modules and if-analysis, and predictability functions to live
monitor and control the dynamic behaviors in PSF and sustain LM practice to
achieve its aims. It works also as IT-operational platform which ties ERP and the
LM on PSF to reach a competitive advantage. In this work, a real-time module
called real-time dispatching priority generator is presented to automatically prior-
itize the material sequence between the workstations based on actual PSF condi-
tions using real-time if-analysis and real-time complex processing concepts.
Through this work, several benefits can be gained towered smart LM summarized
first in improving the overall value stream visibility on PSF which increases the
predictability to eliminate the non-value added activities as well as avoiding serious
discrepancies in executing production plans and schedules in advance. As future
work, a simulation model should be built to demonstrate the effectiveness of this
module which leads to a better performance against the classical scheduling rules.
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Applying Product-Integrated RFID
Transponders for Tracking Vehicles
Across the Automotive Life Cycle

Florian Peppel, Martin Miiller, Miguel Silveira, Lars Thoroe,
Malte Schmidt and Michael Schenk

Abstract Radio frequency identification (RFID) is a well-established approach for
tracking and tracing vehicles. So far, researchers and practitioners have focused on
track and trace solutions, which apply RFID transponders that are temporarily
attached to vehicles. In this paper, we investigate the potential of integrating
transponders into vehicles as actual part of the product. Our research indicates that
permanent product integration is feasible from the technical point of view and may
support a large variety of track and trace scenarios, e.g., vehicle production and
logistics as well as customer applications such as toll collections and parking lot
solutions.
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Introduction

In the last couple of years, the automotive industry and associated business sectors
came up with various radio frequency identification (RFID) applications that sup-
port the tracking and tracing of vehicles. This particularly refers to the imple-
mentation of passive ultra high frequency (UHF) technology (860-960 MHz).
Vehicle manufacturers, for instance, implement such passive RFID solutions to
support internal production and logistics (ISIS 2011; Sinha 2008). Distributors and
dealers use RFID to support yard management and shipping processes (Gillert and
Hansen 2007; Ruthenbeck et al. 2010). Recently, there are strong indications that
UHF technology will be used to operate commodity applications such as toll col-
lection (Kamarulazizi and Ismail 2010; Laghari et al. 2012; Maldonado 2012;
Persad et al. 2007; Thober 2012) and payment procedures for parking decks (Pala
and Inanc 2009; RFID im Blick 2007). We therefore suggest that passive RFID
application is a well-established approach for tracking and tracing vehicles and is
likely to get even more attention in the near future. However, our research indicates
that so far the implemented RFID solutions only have a limited scope.
Current RFID solutions either focus on production and logistics at the vehicle
manufacturer or they are setup to support specific downstream track and trace
applications. Accordingly, RFID transponders that are used for internal production
and logistics at the vehicle manufacturer are removed once the vehicle leaves this
specific field of operation. Downstream applications therefore require attaching
another RFID transponder. Such discontinuous RFID application negatively affects
process and cost efficiency. Considering the fact that the previously mentioned
RFID solutions are based on UHF technology and support similar process sce-
narios, we assume that a product-integrated RFID transponder which is applied to
vehicles in an early manufacturing step may support internal production and
logistics processes at the vehicle manufacturer as well as downstream logistics and
follow-up commodity applications. As such, we are convinced that permanent,
vehicle-integrated RFID transponders will generate benefits for the entire auto-
motive value chain.

In this paper, we propose a product-integrated RFID transponder for tracking
and tracing vehicles. Our research is based on project activities conducted by the
AutoID Center (RFID laboratory) at Volkswagen AG. The AutoID Center imple-
ments a living laboratory approach (Bendavid and Bourgault 2010), collaborating
with various universities and research centers to develop an RFID approach, which
enables the tracking and tracing of prototype vehicles and assembled prototype
parts within the vehicle development process (VDA 2012). These project activities
are also referred to as the “Gléaserner Prototyp” (Autogramm 2013; Kovac 2013).
The AutoID Center also participates in multiple RFID projects that target vehicle
tracking in series production and logistics; therefore, we are confident that the
proposed solution is likely to cover a large variety of RFID applications within the
automotive industry and associated business sectors.
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The rest of this paper is organized as follows: In section “Positioning of the
Vehicle-Integrated RFID Transponder” we identify a favorable position for a
product-integrated vehicle transponder to support common RFID applications along
the automotive value chain. In section “Testing the Performance of the Vehicle
Transponder” we conduct extensive performance tests. In section “Summary and
Future Research” we summarize our main findings.

Positioning of the Vehicle-Integrated RFID Transponder

The objective of our research is to integrate an RFID transponder into vehicles. The
positioning of the RFID transponder shall meet the following requirements:

R1: The RFID transponder is to be located at a very common position that can be
used for a large number of different vehicle types to account for a high
degree of standardization.

R2: The RFID transponder must be applied to the vehicle during an early pro-
duction step in order to support as many track and trace use cases as possible
and increase cost-effectiveness along the automotive supply chain.

R3: The RFID transponder shall not be visible, as this might interfere with
product design issues and respective customer expectations.

R4: The RFID transponder shall be applied to the actual body of the vehicle.
Components and parts of the vehicle are not suitable for permanent vehicle
identification as they may be removed or exchanged.

RS5: The positioning of the transponder must account for reliable reading to sup-
port all kinds of Track and Trace scenarios along the automotive value chain.

Contemporary solutions for Tracking and Tracing vehicles imply RFID
transponders that are attached to the windshield (Brandwein et al. 2012; Halfar
2010; ISIS 2011; Kamarulazizi and Ismail 2010; Laghari et al. 2012; Maldonado
2012; Pala and Inanc 2009; Persad et al. 2007; Thober 2012), to the side windows
(Halfar 2010; ISIS 2011), or to the license plate (Brandwein et al. 2012; Laghari
et al. 2012). At the Volkswagen Group there are multiple RFID projects for tracking
and tracing vehicles (Schmidt 2013). The RFID transponders are applied to the
windshield, to the side window, or to the front bumper of the vehicle. SEAT S.A.,
for instance, follows VDA (German Association of the Automotive Industry) rec-
ommendation 5520 (VDA 2008) and applies the transponder to the side window to
track vehicles at its plant in Martorell, Spain. Audi AG uses RFID transponders that
are attached to the interior of the front bumper (not visible) to track and trace
vehicles at its plant in Gyor, Hungary. Figures 1 and 2 shows the transponder
positions in these applications:

The proposed solutions enable the Tracking and Tracing of vehicles in their
specific application scenarios. However, they do not meet all technical requirements
that were put forward (R1-R5): Placing the transponder on parts such as the bumper
or the license plate means that after the part is exchanged, the vehicle can no longer
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Fig. 1 Example: Seat S.A.

Fig. 2 Example: Audi AG

be identified. Placing the transponder at the windshield or to the side window also
violates optical requirements, as the transponder is clearly visible. For internal
tracking purposes, this optical requirement might be negligible. However, it is a
crucial requirement when transferring the vehicle to customers.

As none of the currently used positions meets all of the postulated requirements
(R1-R5), we looked for possibilities to integrate the transponder into the actual
vehicle body. One possible position for this is the Vehicle Identification Number
(VIN) plate behind the windshield. The position of the VIN plate implies that the
RFID transponder may be attached to the vehicle in an earlier production
step. The VIN plate is firmly attached to the car body and is not removed when
exchanging any vehicle components. Furthermore, this position is applicable for all
vehicle types that are produced at Volkswagen Group. As the VIN plate is a legal
requirement in many countries, we suggest that it is applicable for most car man-
ufacturers and vehicle types, thus provides for a high degree of standardization.
Additionally, integrating the transponder into the VIN plate ensures that the
transponder is not visible. Figure 3 shows an example of a prototype car with a
transponder that is applied to the car body underneath the windshield.

Fig. 3 RFID transponder integrated into the VIN plate behind the windshield
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This position meets most of the postulated requirements (R1-R4). In the fol-
lowing section, we will test whether it also meets the required reading performance
(RS).

Testing the Performance of the Vehicle Transponder

The performance tests were done according to the principles of the Association of
German Engineers (VDI) and involved static and dynamic procedures (VDI 2008).
The static tests were conducted at the RFID laboratory of Volkswagen AG, i.e., in a
controlled environment. Different reading distances and antenna positions were
analyzed to test the reading performance of the integrated vehicle transponder. For
each of the antenna positions, we varied the antenna height, the antenna inclination,
and the Effective radiated power (ERP). The used antenna has circular polarization
with a gain of 11 decibel isotropic circular (dBic). The used transponder is an
ISO/IEC 18,000-63 (EPC Class 1 Gen 2) compliant passive UHF on-metal tag. In
the experiments, we read the Unique Item Identifier (UII) which uses 128 of the 256
available bits. That is, the required bit length to cover the encoded VIN, as
described in VDA 5520 (VDA 2008). Figures 4 and 5 illustrate the basic test setup.

In our experiments, the antenna position is defined by polar coordinates varying
between —90° and 90° (left and right side of the vehicle). Table 1 shows the test
parameters that we applied.

Combining these parameter settings results in the total number of 390 conducted
test cycles. For each parameter set, we measured the maximum reading distance and
analyzed the impact of the parameters on reading performance. The reading dis-
tance between 1 and 5 m was measured in 0.1-m intervals.

In order to understand the impact of the ERP, we analyzed the average
improvement in the reading distance when increasing the ERP from 30 decibel
(dB) to 33 dB. We compared the two different power settings by applying different
antenna configurations (position, angle, and height). The average reading distance

Fig. 4 Top view Antenna position:

-90°
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Fig. 5 Front view Height:
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Table 1 Applied test parameters

Antenna position Antenna height (m) Antenna ERP
inclination (dB)
—90° to 90° (15° increment) | 1.0, 1.0, 1.5, 2.0, 2.5,3.0 | 0°, 15°, 30° 30, 33

Table 2 Average reading distances for different antenna positions

Antenna —90° | =75° | —60° | —45° | =30° |-—-15° |0° 15° | 30° |45° |60° |75° |90°
position
(angle)
Average 225 (219 (174 [062 |086 |0.69 |041 |0 0.32 [0.64 |1.75 |219 |231
reading

distance (m)

increased from 2.36 to 2.94 m, i.e., by 25 %, when increasing ERP from 30 to
33 dB. Table 2 shows the achieved average reading distances, considering all
possible parameter settings including antenna height, antenna inclination, and
ERP. The highest reading distances were achieved when reading from the sides of
the vehicle, but it was also possible to read from other antenna positions.

Subsequently, we separately analyzed the impact of antenna heights and incli-
nation angles on the reading distance, by considering all the configuration
parameters including antenna position and different ERP settings. The highest
reading distance was achieved with an antenna height of 2.5 m and an inclination of
15°. Table 3 shows the reading performance for different antenna heights and
inclinations.

Figure 6 visualizes the achieved reading distances for the different antenna
positions, antenna heights, and inclinations (15°, 30°) with an ERP setting of 33 dB.

As shown, the reading performance highly depends on the position, height, and
inclination angle of the antenna. We observed high reading performance when
capturing the vehicle from the side. Reading from the front showed to be more
difficult due to the fact that the front hood creates undesired shielding effects and
reflections, thus negatively influences reading performance.
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Table 3 Reading performance for different antenna heights and inclinations
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Inclination Height
1m 1.5m 2m 25 m 3m
0° 245 m 275 m 3.05 m 3.05m 1.43 m
15° 2.30 m 2.70 m 3.08 m 320 m 3.00 m
30° 1.35m 235 m 2.95 m 3.08 m 3.08 m
15° Antenna Inclination 30° Antenna Inclination

=3 5
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Fig. 6 Reading performance applying antenna inclination of 15° and 30°

Table 4 Summarized results from the dynamic tests

45307

;0 153045

Antenna Position (*)

o0-75"%

Speed 10 20 |30 (40 [50 (60 |70 |80 |90 |[100 |110 |120 | 130 | 140 | 150
(km/h)

Average 12.7 |51 |57 |45 |20 [19 |14 |15 1 1 1 1
Standard 1.3 |07 |13 |13 |00 [03 |05 |07 [0 |O 0 0 0 0 0
deviation

Maximum | 15 6 8 6 2 2 2 3 1 1 1 1 1 1 1
Minimum 11 4 3 3 2 1 1 1 1 1 1 1 1 1 1

Subsequently, we applied our laboratory findings and conducted dynamic tests at
a speed track to investigate road capability. Based on the results of the static tests,
we chose the following setup for the dynamic tests: The antenna was setup on the
left side of the vehicle at a height of 2.5 m and an inclination of 15°. The ERP was
set to 33 dB. The test track provides for limited control only, therefore the distance
between the RFID transponder in the moving vehicle and the RFID antenna varied
between 2 and 2.5 m. The tests were done at different speeds, varying between 10
and 150 km/h with 10 km/h intervals. Each test run was repeated 10 times for
statistical reasons. Overall, we conducted 150 dynamic test cycles. Table 4 presents
the results for each tested speed interval.

Based on these data, we propose an exponential regression model for calculating
the number of expected reads, where x is the speed of the vehicle:
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Fig. 7 Fit function and test 20 =
ction

results of the dynamic tests 5 Measurements
 of readings=1

]

@

Number of readings
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=]

km/h

x—15.74

N(x) = 7.765 x e %" + 1.024 (1)

Figure 7 shows the plotted graph for this function and our actual reading results.

As shown in Fig. 7 we were able to capture the vehicle transponder at least once
(N(x) = 1). However, reading the vehicle just once may question the reliability of
capturing the vehicle under real-life circumstances. We may have to deal with
environmental conditions that prevent the RFID transponder from being read (e.g.,
shielding effects and reflections). Therefore, we suggest raising the confidence level
to an average of N(x) > 1. As such, we are confident that the integrated RFID
transponders may be read at speeds up to approximately 80 km/h, which is likely to
meet the requirements of most RFID applications. High-speed applications may
require a different reader configuration than the one that was applied in our test
scenario. Our reader configuration focuses on capturing vehicles at speeds which
are likely to occur in common track and trace scenarios (0—50 km/h) and leads to
reading cycles of approximately 50 ms. This limits the potential of successful reads
at higher speeds, as the vehicle may be out of range after the very first successful
read cycle has been completed. The impact of the reader configuration is shown in
Table 5, which indicates the theoretical number of completed reading cycles. This
includes different speed intervals, the distance between the RFID antenna and the
vehicle transponder, and the amount of time the vehicle is within reading range.

Table 5 Calculated reading cycles for different speed intervals

Km/h 10 20 30 40 50 60 70 80 90

Reading cycles 16.62 |8.31 554 415 |332 |2.77 |237 (208 |[1.85
N°)
Km/h 100 110 120 130 140 150 160 170 180

Reading cycles 1.66 1.51 1.38 1.28 1.19 1.11 1.04 1098 092
N°)
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The results indicate that up to 80 km/h, there is a very high chance of completing
two reading cycles, which significantly raises the chance of capturing the vehicle
more than once. Up to 160 km/h we observe a theoretical chance of completing two
reading cycles. However, in real life, the vehicle does not necessarily access the
range of the RFID antennas exactly when the first read cycle starts. Therefore,
completing two read cycles may not be possible. Hence, in case of high-speed
scenarios, we suggest adjusting the configuration of the reader and increase the
cycle time in order to achieve reasonable confidence levels and ensure reliability.

In summary, the results from our static tests indicate that an integrated vehicle
transponder at the proposed position provides adequate reading performance. The
dynamic tests confirm these results and show that the position meets the technical
requirements of many RFID applications.

Summary and Future Research

In this paper, we analyzed the potential of integrating RFID transponders into
vehicles to support the tracking and tracing within production and logistics pro-
cesses along the automotive supply chain as well as follow-up customer applica-
tions such as toll collection and parking lot solutions. We argue that RFID
transponders, which are applied to the VIN plate of vehicles, are likely to meet most
of the technical requirements that apply within automotive track and trace sce-
narios. Our test results show that the proposed RFID solution is feasible from the
technical point of view. In fact, our positive test results motivated Volkswagen AG
to initiate a long-term study and equip more than 1000 test vehicles with integrated
RFID transponders in order to confirm technical reliability under real-life condi-
tions. The test results are likely to close remaining research gaps. However, at this
point of time our research implies several limitations.

First, real-life RFID scenarios may come with diverse technical requirements.
This refers to both environmental factors and applicable hardware and software
settings that were not covered in our test scenarios. Therefore, we recommend that
additional measures shall be taken before putting the proposed solution into prac-
tice. Second, the proposed transponder position is only feasible for vehicle types
with nonmetallized windshields. We also ran the same set of tests with a metallized
windshield and observed severe shielding effects. Metallized windshields prevent
the vehicle from being captured, which may force car manufacturers to demetallize
the windshield within areas that cover the integrated RFID transponder. Similar
solutions have been implemented in the case of Global Positioning Systems;
therefore, we do not expect any severe implementation hurdles. Third, a
vehicle-integrated RFID transponder that is applied by car manufacturers in an early
phase of the vehicle production process does not necessarily guarantee that the
transponder is accessible to downstream stakeholders within the automotive value
chain. Car manufacturers and associated business sectors will need to agree on
technical standards such as data structures that are written to the product-integrated
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RFID transponder and support unique and secure vehicle identification along the
entire automotive value chain—this includes production and logistics at the car
manufacturer as well as downstream logistic procedures and follow-up commodity
applications. Fourth, the conducted dynamic tests show adequate reading perfor-
mance up to a speed of 80 km/h, reading the UII of 128 bits. Other applications may
require reading more data; thus, further testing may be necessary. Finally, apart
from the mentioned technical issues, integrated vehicle transponders may raise
social concerns such as privacy and security issues, i.e.; customers might not want
to buy RFID-enabled vehicles. Although the RFID transponders can be deactivated
on demand, foreseeable public discourse is likely to raise the customer’s awareness
and might even affect the image of car manufacturers.

The limitations of our research indicate that additional measures need to be taken
before putting product-integrated RFID transponders into practice. However, there
are clear indications that integrated vehicle transponders are likely to positively
affect the cost-effectiveness of RFID-enabled track and trace solutions along the
automotive value chain. We therefore suggest that researchers and practitioners
shall pick up the notion of vehicle-integrated RFID transponders. This refers to
technical aspects such as improving and testing our approach as well as research on
alternative transponder positions. It also implies research on customer’s demand
and potential concerns. After all, vehicle-integrated RFID transponders will only be
put into practice as long as the proposed solutions comply with both technical and
customer’s requirements.
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Airflow Simulation Inside Reefer
Containers

Safir Issa and Walter Lang

Abstract Transporting of sensitive commodities in strict ambient conditions
becomes necessity not only to fulfill regulations but also to maintain their quality
and to reduce the rate of losses. Temperature, which mainly affects the transported
produce, is controlled by airflow pattern in reefer containers. Consequently,
obtaining airflow pattern enables predicting hot spots and then taking the necessary
actions to minimize their effects. We present, in this paper, a k-¢ simulation model
to evaluate airflow pattern in reefer container loaded with bananas. Simulation
results predict the place of the hot spots. Moreover, we found that the cooling
distribution is improved by modification of the scheme for placing pallets in the
container, the so-called chimney layout.

Keywords Characterization - Airflow - k-¢ simulation - Banana transport - Reefer
container

Introduction

Nowadays, the “fresh” agriculture products are available in markets almost all over
the year due to the huge progress in logistic transport. Nevertheless, the intercon-
tinental transport of sensitive products, such as banana, still has serious challenges
to maintain the quality of these products. Banana, as an example, is a sensitive
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product that is highly affected by surrounding environments. Its optimum temper-
ature for transport and storage is 13—14 °C (Paull 1999). Higher temperatures may
speed up the ripening process or cause the senescence, whereas lower temperatures
may cause freezing or chilling injury. Therefore, it is essential to have uniform
temperatures throughout the system to maintain commodities quality and shelf life
during transportation processes. Obtaining homogeneous air distribution is extre-
mely complex due to operational factors such as loading practices and product
properties (Smale et al. 2006). In reefer containers, convection is the dominant
mode of heat transfer; therefore, the temperature and its distribution are governed
by airflow pattern (Moureh et al. 2009). Distributed airflow is responsible of
removing generated heat not only from container’s walls and doors caused by
external heat sources, but also the heat generated by the commodities themselves.
Fruits keep producing heat and moisture after harvesting. In some regions of the
transport container, where ventilation is poor, hot spots start to be created. As a
consequence, commodities in these stagnant zones are object to different deterio-
rations that degrade their quality. Hot spots can emerge in different areas of the
container. The difficulties to predict their location and development (Jedermann
et al. 2013) cause a major problem for the supervision of banana transports. In order
to understand flow behavior in such enclosed areas, researchers have been devel-
oping airflow models in the last four decades. With the new powerful computers,
computational fluid dynamics (CFD) became their preferred choice. Such numerical
models, regarding their advantages of fast time and low cost, offer a powerful tool
to understand fluid flow and heat transfer in the intended enclosed environments.

Zou et al. (2005) developed a CFD modeling system of the airflow patterns and
heat transfer inside ventilated apple package through forced air cooling. The model
was validated by temperature measurements of products, but this model is con-
cerned by food packages and not the whole container. Moureh et al. (2009) pre-
sented a numerical approach and experimental characterization of airflow within a
semitrailer enclosure loaded with pallets in a refrigerated vehicle with and without
air ducts. Measurements of air velocities were carried out by a laser Doppler
velocimeter in clear regions (above the pallets) and thermal sphere-shaped probes
located inside the pallets. The velocimeter is placed outside the vehicle and the
measurement is done through a glass window. Results showed the importance of
narrow spaces around pallets to reduce temperature variability in the truck, in
addition to the fact that using air ducts improves the ventilation homogeneity. Xie
et al. (2006) presented a CFD model, which studies the effect of design parameters
on flow and temperature field of a cold store. Many other CFD studies were
reported.

In section “Simulation Model”, we present CFD simulations of air flow pattern
inside a container loaded with pallets. The simulations were done using the k-¢
model of the COMSOL Multiphysics software. Locations with low airflow, which
are prone to develop hotspots, are identified by the simulations. Because the size of
banana pallets does not fit the container dimensions, part of the pallets have to be
rotated to 90°. The effect of a new scheme for loading the pallets to the container to
the equability of the airflow was verified by the simulation. In section “Evaluation
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and Conclusions”, we validate the simulation results by comparison with the result
of the experimental test. Finally, we summarize the founded results by the achieved
work.

Simulation Model

The CFD is used to determine airflow distributions by solving a set of equations
describing the fluid motion and energy conservation. The CFD predicts turbulent
flows through three basic approaches: direct numerical Simulation (DNS), Larg—
Eddy Simulation (LES), and Reynolds-Averaged Navier—Stokes (RANS) equa-
tions. First, DNS solves Navier—Stokes equations without approximation for the
whole range of spatial and temporal scales of the turbulence. Consequentially, DNS
requires a very fine grid resolution and very small time steps which lead to an
extremely long simulation (Nieuwstadt et al. 1994). Second, LES corresponds to
the three-dimensional, time-dependent equations with the approximation of elimi-
nating the very fine spatial grid and small time step. This consideration comes from
the fact that macroscopic structure is characteristic for turbulent flow. Moreover, the
large scales of motion are responsible for all transport processes. The LES still
needs a considerable computing time but in the other side gives detailed infor-
mation on airflow turbulence (Zhai et al. 2007). Third, RANS equations with
turbulence models deal with the mean of the air parameters, which is more useful
than the instantaneous value of the turbulent flow parameters. As a consequence,
airflow distributions can be quickly predicted. The RANS approach evaluate
Reynolds-averaged variables for both steady state and dynamic flows. The k-¢
model is one of the most common turbulence models belonging to this approach. It
is a two-equation model, i.e., it includes two extra transport equations to represent
the turbulent properties of the flow. Due to its smaller requirements of computer
resources, RANS approach has become very popular in modeling airflow in
enclosed environments (Zhai et al. 2007).The Reynolds-averaged Navier—Stokes
equations are given as:
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where U, is the mean velocity of the ith component of fluid velocity () at the point
of space (x) and at the time (¢); P is the mean static pressure; p is the mean fluid
density; u is the dynamic viscosity; and g, is the turbulent eddy viscosity defined by
Boussinesq relationship:
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The two equations for k-¢ model are the kinetic turbulent energy (k) equation and
the turbulent dissipation rate (¢) equation. They are given as:
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where S is the strain rate magnitude. In these equations, there are five free model
constants and their standard values are as follows: C;, = 1.44; C,, = 1.92;
C,=0.09; 6x = 1; and 6, = 1.3.

In our simulation, we used COMSOL MULTIPHYSICS program to evaluate
airflow distribution in predesigned container. Boundary conditions are as follows:
inlet velocity is 8 m/s which is equivalent to the cooling unit capacity of 5480 m*/h
at 50 Hz power supply. Turbulence intensity (/) is set to 3 %. This value is
estimated from the experimental airflow measurements mentioned earlier. The
turbulence length scale (/) is estimated to be 0.004 m which represents 5 % of the
channel height of the inlet.

The inner dimensions of the cargo hold of a standard 40 ft reefer container are as
follows: 11.590 m for length; 2.294 m for width; and 2.557 m for height. This
container is equipped with a Thermoking Magnum Plus cooling unit. Inlet and
outlet are at the bottom and top of the reefer side, respectively, as shown in Fig. 1.
Airflow pattern were extracted for loaded container with banana pallets. One pallet
consists of 48 banana boxes, distributed into 8 layers (tiers) 6 boxes in each.
Dimensions of one box are 0.5 x 0.4 x 0.25 m>. The standard scheme (L1) of pallets
layout inside the container is shown in Fig. 2 (left). A new layout, called also
chimney layout (L2), is tested in our simulations and measurements. In this new
layout, a considerable gap is created between each four pallets as in Fig. 2 (right).

In order to be in accordance with the experimental setup, simulations were done
for a reduced number of pallets in the container, 11 for L1 and 12 for L2 (see
Fig. 2). This difference in pallet number is to obtain approximately aligned ending
of the two rows in both layouts. In order to separate the pallets from the unused
space in the container, a mobile wall was installed behind the last row of pallets and
air sealed using foam and duct tape.
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Fig. 2 Top view of the container for both layouts L1 (leff) and L2 (right)

Simulations for the two layouts were achieved. We assumed that free convection
is negligible, since the maximum recorded temperature difference is about 2 °C. To
show these results in a comparative way, we consider some particular planes in the
container. First, in the XY plane, three basic cases are essential to be discussed,
under the pallets, in the pallets level, and above the pallets. In the inlet level, i.e.,
under the pallets, as shown in Fig. 3, we notice high velocities in the front of
container which decrease gradually with the y coordinate. Velocity values are about
8 m/s at the inlet level, 4 m/s in the middle, and 2 m/s at the end of the simulated
part. All cases show approximately similar results. However, for higher levels, i.e.,
in pallets level (z = 0.2-2.2 m), contradictory results were found. In the front part of
the container, very low air velocities less than 0.2 m/s at reefer side and then they
increase gradually to be about 1 m/s at the middle of the container, and about 3 m/s
at the end of the container (see Fig. 4). Chimneys don’t have identical impact on
airflow distribution. Chimney near reefer side has lower velocity values than the
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Fig. 4 Airflow pattern in pallets level for both layouts: L1 and L2

one in the middle, which in turn has less value than the one near the door. In the L2
case, where the top of the chimney is closed, we notice how airflow is forced to
flow in the gaps surrounding the chimneys (Fig. 4 L2). This causes a more uniform
distribution of air velocity in L2 layout comparatively with L1 layout.

Third level is the outlet level, i.e., above the pallets. There, we have similar airflow
distribution to the one at the inlet level with the difference in velocity values and
homogeneity (see Fig. 5). In Fig. 5, we notice that the returning airflow starts with low
velocities of about 0.5 m/s and increases gradually to about 3 m/s at the outlet level in
reefer side. It is distinguishing that there are two separated clouds of velocity above the
two rows of pallets in L1 case. However, for the L2 case, we notice a uniform velocity
distribution above the first half of the container, where the two clouds are merged
together for this region and start to separate in the second half. The previous Figs. 3, 4
and 5 show that the expected hot spots can be created in the first part of the container.
Because the cooling air is supplied from the floor side, the best cooling is achieved in
the lowest tier 1. The highest tier 8 is additionally cooled over its top side from the
return air flow. The highest temperatures were found in tiers 5-7 according to our
temperature measurements (Jedermann et al. 2013). Therefore, the boxes in these tiers
of the first two pallets are the most likely to produce hot spots. L2 produces, com-
paratively, the best homogeny airflow distribution.

Fig. 5 Airflow pattern above the pallets level for both layouts: L1 and L2
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Fig. 6 Comparison between airflow distribution in the XZ plane at the end of the container in the
gap between the end pallets and the door

In the XZ plane, airflow velocity distribution is highly influenced by the y
coordinate of this plane. We notice that velocity, in the pallets level, increases with
the y coordinate. Highest values are at the end of the container, especially in the gap
between the door and the last row of pallets. By comparing the velocity distribution
at that gap, we find different behavior between L1 and L2 as shown in Fig. 6. In this
case, there is nonsymmetric distribution. This difference is not only because of the
different layout but also because of the lager gap on the left side. The two rows of
L1 layout do not end at the same coordinate, and the maximum difference is about
4 cm.

The hot spot detected by temperature measurements and proved by the simu-
lation can be explained by the existence of a big eddy in the region near the cooling
unit. Figure 7 shows airflow simulation in the YZ-plane in the gap between the two
rows of pallets in the standard scheme L1. This also explains the highest temper-
ature values in this region. Changing the layout to the chimney scheme participates
in limiting this phenomena and increases the velocity in this region as shown in
Fig. 8.
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Fig. 7 Airflow pattern in the YZ-plane in gap between the two rows of pallets of L1
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Fig. 8 Average velocity in gaps by simulations

It is evident from Fig. 8 that the chimney layout improves the airflow distribution
inside the container than the standard scheme layout. However, for both layouts, the
velocity values in the first part of the container are still small between the pallets.
An idea to increase the velocity in this area is by constructing tube intakes at the
bottom of the first chimney, in such a way that we force airflow to go in the vertical
direction. In this way, we can decrease the entrainment effect which causes the big
eddy near the cooling unit. This idea needs to be validated by both simulation and
measurement.

Evaluation and Conclusions

In order to evaluate simulation results, we made some experimental measurements
within the Intelligent Container Project. We used flow sensors based on the thermal
principles in these measurements. These sensors include hot wire anemometers in
addition to the IMSAS airflow sensors (Lloyd et al. 2013). In this context, we cite
one example of the experimental results just to compare it with the simulation
results. Figure 9 shows a comparison between the simulation model and experi-
mental results. It is in the floor level of the container under the pallets (inlet plane).
In this level, there are no obstacles in front of the flow. Both results show a good
agreement. Maximum error is about 0.5 m/s which is considered quite good, taking
into consideration the high turbulence flow inside the container.

As conclusions, simulation of airflow in a logistic container is achieved by this
work. Simulation results enable understanding airflow distribution which allows
predicting the most likely positions of hot spots in the container and consequently,
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taking corrective and preventive actions to maintain the quality of produce and
reduce loss rate. Simulations were done by a k-¢ turbulent flow model based on
COMSOL simulation program. Results explain some phenomena such as the
existence of hot spots near the cooling unit. It proved that the recently introduced
scheme of pallets, the “chimney layout,” improves cooling inside the container and
gives better airflow distribution.
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Abstract In order to cope with the increasing need for flexibility, today’s material
flow systems move toward decentralized and modular approaches. However,
operation and control of the majority of such systems are based on
manufacturer-specific standards, thus resulting in the loss of their reusability and
making the task of integrating two or more such systems a rather complex one. In
this paper, we present a software platform for supporting collaboration between
partners at designing and testing of heterogeneous decentralized controlled systems,
prior to deployment. As a use case scenario, we demonstrate a virtual merge of two
remote logistics labs, namely, an electric overhead monorail system pilot plant at
institute fml of the Technical University of Munich and a conveyor system at
institute FLW of the Technical University of Dortmund.
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Introduction

In the past decade, applied research in the field of automated material flow systems
has introduced decentralized control approaches (Windt and Hiilsmann 2007,
Mayer 2009) with numerous commercial applications already making their way
into market. Main reason for this development is the demand for flexible, reusable
systems that can adapt to the evolving requirements of today’s rapidly changing
facility logistics area. Such a decentralized control paradigm is referred to as
“Internet of Things” (IoT) in the facility logistics (Giinthner and Hompel 2010), and
it describes a decentralized approach to in-house material flow. The IoT enables the
separation of the operational and machine control enabling the manufacturing of
highly modular systems (Fig. 1). Nowadays, technological advances such as
service-oriented software architectures and data distribution offer new possibilities
for system manufacturers, system integrators, and researchers to collaborate on
common projects by taking advantage of the benefits that decentralization offers,
when merging their systems in larger application domains (Libert 2011).
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Fig. 1 Example of an internet of things modular control architecture (Kuzmany 2010). In the top
layer, software agents are assigned to each module (crane and conveyor system) and communicate
with each other to take routing decisions. In the machine control layer, each module is controlled
through an IEC-61131-3 program that is executed on industrial PCs (/PC). The mediating
middleware can be instantiated at each software agent and is responsible for transferring
information between the two layers (operational and machine control)
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Our contribution focuses on presenting a software platform for supporting col-
laboration between partners at projects in which the integration of various sub-
systems of decentralized controlled plants comes into play. The platform is being
developed in the context of the “KoDeMat—Collaborative design of Decentralized
material flow systems” research project. The KoDeMat platform supports the effi-
cient planning of multiple plant subsystems located at remote logistics labs.

This paper is structured as follows. In the next part, the challenges with regard to
designing decentralized control of material flow systems as well as the tasks by
collaborative planning of such systems are presented. In the third part, we describe
the software platform, its architecture, core elements, and functions. In the fol-
lowing part, we demonstrate a sample use case scenario of a virtual merge of two
remote test plants located in the participating institutes, and finally a summary and
an outlook to future work is presented.

Designing Heterogeneous Decentralized Controlled Systems

In this section, the main concepts of decentralization according to the “loT”
paradigm are introduced, and the challenges that arise for integrating multiple
decentralized controlled systems are highlighted.

Configuring Material Flow Systems in Joint Projects

The control concept of IoT has an impact to the development process of handling
systems (Chisu 2010). The modular structure of the mechanical parts and control
logic allows for a high degree of reusability that consequently leads to a reduction
in design, implementation, and testing costs in comparison to conventional systems
(Kuzmany 2010; Fig. 2). A large part of this cost reduction is also owed to the
one-time design costs due to project-independent development of software and
hardware parts.

Fig. 2 Cost savings at IoT 100%
projects (quantitative), o5
according to (Kuzmany 2010) 80% -

Conventional IoT-based

O Desien B Implementation
O Deployment-Testing @ Savings
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During the design and realization phase of a complex decentralized material flow
system, there are a large number of activities and tasks involved that have diverse
requirements on personnel and engineering mechanics. More specifically, the entire
system must be configured in various levels (Giinthner and Hompel 2010):

e System Topology: Specification of the topological information by determining
the neighboring relationships between the modules while taking into account
spatial restrictions.

e Workflow definition: Although control of the system including the respective
handling strategies will be decentralized deployed, the global system functions
should be collaboratively determined and agreed upon

e Configuration of individual Modules: In order for software agents to commu-
nicate with the underlying machine layer, the intermediate middleware layer
should be properly configured.

e Distribution of the Control Software: The developed software has to be dis-
tributed to the mechatronic modules.

To support the execution of the above-mentioned tasks, manufactures, planners,
and system integrators can employ a large number of software tools (Fig. 3).
However, these tools are task specific offering individual solutions, and therefore,
they are not optimal for the use case of designing automation systems in the logistics
area. Based on the current practice regarding the joint development of large in-house
material handling projects, collaboration takes place in a multitude of media and is
characterized with a large number of e-mails that are exchanged between the project
partners. Meanwhile, source code files, documentation, and test information reside in
various formats such as text, application data, and simulation project files.

The absence of transparency regarding collaboration between partners can only
be counteracted with a high organizational cost taken up from all participating sides
and which consequently leads to a rise in the project’s development costs (Morinaga
et. al. 2006). The aforementioned expenses rise, respectively, with a larger number
of collaborating parties, greater distance between the sites, and time zone differences.
In order to fully exploit the potential of decentralization in the control schemes of
material flow systems, and taking into account the lack of standardization in this

Fig. 3 Software tools used in
material handling systems CASE-Tools

development process | I ;

Requirements Modeling Project
Engineering (e.g. UML, BPML) Management

I [ I
Code Versioning

Plant Layout (e.g. Subversion, Visualisation
SVN)

Inte'rfa'ce
Management
(e.g SAP, SPS)
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area, there is a need of collaborative engineering concepts, which will allow system
manufactures to effectively work together on project-specific activities. Moreover, to
take advantage of the full potential of IoT-based systems, configuration and testing
can be performed early and in-house from the manufacturers rather than late and at
the customer’s facility.

Cloud-Based Collaboration Platform

In this section, we introduce the KoDeMat collaboration platform, and we describe
its architecture and main components.

Domain Description—Requirements—System Functions

As described in the previously, owing to an absence of standardization and to the
heterogeneity of application domains, the interoperability between different
agent-based controlled systems is not guaranteed. In joint projects, several manu-
facturers are called to integrate their products as subsystems in a larger “overall”
system, which will furthermore have to be integrated with a client existing facility.
Based on the current industry practices, the design and integration processes are
carried out at client premises, without making full use of the advantages of
decentralization, namely, the flexibility and reusability.

To address the challenges that arise, there is the need for Internet-enabled ICT
Software tools for providing collaboration services that support the processes of
design, implementation, and deployment of heterogeneous in-house logistics sys-
tems. The proposed solution in this work is KoDeMat, a platform that aims to be
used during the system design phase, when the various subsystems must be con-
figured to be compatible with each other, and later until the run-up phase, where it
can be used to test and visualize the operation of the resulted system. However, it is
not meant as a replacement for the respective subsystem simulation software. The
software targets developers, planners, and system integrators. Prerequisites include
that the involved project partners are interconnected via a virtual private network
(Fig. 4) and that every partner has access to agent-based simulation software of his
respective logistics system so that a virtual merge of the subsystems into a joint
system is possible before deploying the system. The resulting material flow system
will be totally independent of the collaboration platform and should be functional
even without the existence of it. With a view of establishing a common under-
standing, between diverse groups of partners, the platform should fulfill the fol-
lowing functional requirements:
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Fig. 4 The deployment diagram of a sample scenario for the KoDeMat platform

e Need for data sharing: The relevant data such as system topology, telegram
specifications, module details, and so on should be shared among the involved
partners and exported/imported through service interfaces.

e Synchronous and Asynchronous Collaboration: Users should be able to connect
to the platform and join an active session at any time. Moreover, changes will be
performed concurrently on the same data; therefore, data integrity should be
preserved.

e Every synchronized object is required to keep a history of the changes that were
performed on it. Based on this status history, a reverse of the changes can be
invoked from each user.

e Authentication and Authorization: For each individual user and party, there
should be given the possibility to allow specific permissions and access to
specific features (e.g., update/commit).

In a multi-user collaboration scenario, every single user should be provided with
the freedom to perform changes and also target that the editing group reaches an
agreement (Kamrani and Nasr 2008). These are two conflicting goals when one or
more users work at the same time and on the same objects. To provide a useful
collaboration environment, a very strict reliability and a deterministic behavior of
the system had to be ensured. It is clear that all undo actions by different users
should result in a deterministic behavior of the global system, and no user can
destroy the changes of other users or alter the history of changes to an object.
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The KoDeMat platform is modular and based on a service-oriented architecture. It
consists of the following main elements (Fig. 5):

e A frontend that provides a single point of access with and customization
facilities for individual users, including integrated and easy-to-use facilities for
real-time communication and information exchange between business partners.

e A cloud-based layer and technical architecture, wherein domain-specific capa-
bilities, named “Modules” for better supporting the visualizing and configuring
of logistics system design processes.

e A back-end layer, which is a distributed cluster that is responsible for synchro-
nizing data between clients and supports the integration of external business
systems (e.g., agent-based controlled material flow systems, standard business
software) as well as importing and exporting data into and from the platform.

Designing a Plant Layout with the 3D Visualization Module

The module layer builds on top of the platform’s back end and offers a set of
customizable services that allows definition of domain-specific data for specific use
case scenarios. In this context, the visualization module is provided as an example
of such a service. With a view of enhancing the collaboration experience, the
visualization module uses visual metaphors that aim to promote a common
understanding between the users, by allowing the simultaneous interaction of users
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Fig. 6 Sequence diagram of the message flow by repositioning of 3D model objects

and object models in the 3D virtual environment. To accomplish this, a 3D graphics
engine based on java, namely, the JMonkeyEngine (JME, Kusterer 2013) is
employed. The users are expected to import 3D models of their respective sub-
systems that are subsequently synchronized in the platform. Figure 6 shows the
messages that are exchanged between the platform entities in order to communicate
the change in a 3D object’s position. Each change request is added to a command
queue that keeps a track of the action and time that was submitted, while the
application logic handles all requests in a guaranteed fashion. IMap data structures
as described in Hazelcast (2013) are used for storing the object state and attributes
so that the new clients who join a session can retrieve it.
The 3D-visualization module supports the following user interactions:

e Import and edit of system 3D models and images (for instance, system CAD
models and facility ground view data). The changes performed by one user are
immediately communicated to all users. The history of changes at any object is
also stored on a per-object basis.

e API, which enables the connection to external systems and third-party services,
such as visualization agents of decentralized controlled plants.

e Support of a logistics layout editor: Operations such as moving, rotating, and
deleting can be performed on the 3D objects. Users can furthermore define
interfaces among the subsystems (e.g., interconnection points) and assign
logistics functions such as transport, switching, or merging. The module also
offers the possibility of exporting (importing) the resulting topology in a stan-
dardized XML graph format, namely, the open GEXF format (Gephi 2013).

Use Case Scenario: Connecting Two Remote Test Pilot
Plants

To demonstrate the platform’s functionality, we present a scenario where two
agent-based controlled material handling pilot plants located in the test facilities of
the participating institutes were merged in a virtual joint system. Specifically, at the
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Fig. 7 Screenshot of the implemented software platform visualization module. In this, a material
flow system is shown, visualizing the virtual joint operation of two subsystems (overhead monorail
system and conveyor pilot plant) that are remotely located on the two participating research
institutes

institute FLW in Dortmund operates a conveyor system that is composed of several
components such as branching points, rotary tables, and conveyor roller belt, each
of which is individually controlled by an industrial PC, the test facility of the
Institute for Materials Handling, Material Flow. Logistics (fml) in Munich is
equipped with an electric overhead system pilot plant. This plant consists of a
circular path with three switch points, a single-carrier crane, and two single-carrier
trolleys (Giinthner and Tenerowicz-Wirth 2012). Both plants are based on an
agent-oriented approach for the distributed control of the material flow.

In this scenario, the visualization agents of the two pilot plants are connected
through an API interface to a KoDeMat client. The coordinates of each transport
module’s position are normalized and sent to a Hazelcast client member (Hazelcast
2013), which forwards the message to the graphics engine. This is done for each
connected system, allowing users to simultaneously visualize the state of every con-
nected system in a 3D virtual environment. Additionally, using the platform’s back
end, the users can interact with each other as well with the models. Example of such
interaction is highlighting a position on a handling system to indicate a possible
deadlock or adding a visual marking on a specific position of the 3D model to draw
attention of other users for a potential operational problem. In Fig. 7, such a behavior is
demonstrated in the screenshot of the perspective of a user connected to the platform.

Summary and Ongoing Work

In this article, we presented a cloud-based software platform that enables an effi-
cient collaboration between partners working in joint projects of integrating
heterogeneous decentralized material flow systems. Through the introduction of
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decentralized systems that support development of large systems, the design and
testing can be performed remotely as a form of “in-house” testing, thus leading to
time and cost savings. In the future, with Internet technologies presenting increased
possibilities in terms of speed, reliability, and business penetration, it is expected
that collaborative engineering concepts will be gaining in importance and enable
small- and medium-sized companies to increase their competiveness in the global
market.

The case of off-line collaboration, i.e., versioning of object states was not
addressed in this work. There is currently ongoing work on this topic with a goal of
integrating open-source frameworks for allowing users to commit, update, and
merge their models and data (layout and interface specifications). Support for
conflict detection and resolution in a fashion similar to popular code versioning
products is also under development.
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Preactive Maintenance—A Modernized
Approach for Efficient Operation
of Offshore Wind Turbines
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Abstract Operation and maintenance of offshore wind turbines (OWTs) play an
important role to guaranty and improve the reliability, availability, and sustain-
ability during the life time of an OWT. Common maintenance approaches from
reactive to preventive maintenance show difficulties in being applied throughout
offshore wind park operations. In the field of preventive maintenance, the
condition-based maintenance shows a significant upturn. This paper gives a valu-
able insight into a modernized approach to “preactive” measures in different
dimensions. To this end, existing approaches for condition-based maintenance are
pointed out. Based on this knowledge, a new approach, using existing information
and knowledge to encounter relevant events, is introduced. A maintenance strategy
by context enables a dynamical adjustment of maintenance time slots based on
different information, like, for example, weather, the general condition of a wind
turbine, and availability of staff. Finally, the concept will be illustrated with an
example.

Keywords Maintenance concepts « Offshore wind park - Preactive maintenance -
Data and information management

S. Oelker (X)) - A. Ait Alla - K.-D. Thoben
BIBA—Bremer Institut fiir Produktion und Logistik GmbH, Bremen, Germany
e-mail: oel@biba.uni-bremen.de

A. Ait Alla
e-mail: ait@biba.uni-bremen.de

K.-D. Thoben
e-mail: tho@biba.uni-bremen.de

M. Lewandowski
Universitit Bremen, LogDynamics, Bremen, Germany
e-mail: lew @biba.uni-bremen.de

© Springer International Publishing Switzerland 2016 323
H. Kotzab et al. (eds.), Dynamics in Logistics,
Lecture Notes in Logistics, DOI 10.1007/978-3-319-23512-7_31



324 S. Oelker et al.

Introduction and Problem Description

Common maintenance approaches from corrective to preventive maintenance still
show difficulties in being applied throughout offshore wind park operations. The
operational reality implies that different maintenance concepts are combined at the
same time in order to deal with uncertainty, e.g., in unexpected faults, access
conditions, and availability of resources. Due to diverse components with specific
technical or compliance requirements, the single consistent application of modern
maintenance approaches like, e.g., condition-based maintenance based on sensor
data remains unrealistic. This paper gives a valuable insight into a modernized
approach to “preactive” measures in different dimensions, investigated in a case of a
German wind turbine manufacturer.

The operation and maintenance (O&M) of an offshore wind turbine
(OWT) plays an import role to guarantee and improve the reliability, availability,
and a sustainable energy resource during the lifetime of an OWT. The contribution
cost of O&M is expected to be between 15 and 30 % of the cost of energy generated
by offshore wind farms (Besnard et al. 2013; Godwin et al. 2013). Furthermore, the
O&M of offshore wind has to deal with different challenges such as high
installation costs, resource availability, and a harsh maritime environment.
Consequently, there is an intensive interest for developing appropriate maintenance
strategies and investigating various maintenance optimizations to cope with these
challenges in the context of offshore wind energy. In principle, maintenance
activities can be subject to two major maintenance activities: corrective mainte-
nance and preventive maintenance (Fig. 1).

In the case of the corrective maintenance (known as failure-based mainte-
nance), the maintenance activities are performed after the occurrence of the actual
failure or disturbance. Regarding the preventive maintenance strategy, the main-
tenance activities are carried out in preventive ways in order to avoid any possible
failures. In addition, the preventive maintenance can be subdivided into two
categories: (1) time-based maintenance, which means that the maintenance and
inspection of wind turbines are carried out, e.g., at an interval of a predefined

Maintenance strategy

Y

corrective
maintenance

preventive
maintenance

]
Time-based
maintenance

Fig. 1 Systematics of maintenance strategies (source SSI-EN 13306 2001)

Condition-based
maintenance

Failure-based
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number of operating hours or after a particular time horizon and
(2) condition-based maintenance (CBM), which leverages a condition monitoring
system, to observe different indicators, that can describe the health condition of the
OWT. Hence, the maintenance program can be planned whenever one or more
indicators show that the OWT is going to fail.

Due to the rapid development of modern technology and information technol-
ogy, the CBM is showing a significant upturn. Indeed, CBM is considered as the
most cost—beneficial strategy leveraging the continuous monitoring of wind turbine
performance to determine the best time for a specific maintenance activity (Hameed
et al. 2010). However, the CBM optimization has to cope with the big challenge of
limited knowledge concerning failure modes and their relationship with observed
data. Furthermore, due to the harsh environmental conditions at sea, it is difficult to
guarantee a reliable sensor data of all wind turbine components and easily access
the OWT for maintenance (Ding and Tian 2013). Therefore, maintenance practices
show that the time-based and failure-based maintenance strategies are still the
popular maintenance strategies adopted widely by the offshore wind industry
(Andrawus et al. 2007). The O&M in offshore wind industry can leverage from the
long technology experience in the field of the onshore wind industry. However, the
O&M in onshore wind industry show a significant difference to the offshore wind
industry. This means that shifting the experience must take various factors into
consideration, such as the wind turbine size, maritime environment, and high
accessibility, which distinguish both wind areas. In general, the maintenance
strategy includes two main steps. First, the health condition of the wind turbine
should be accurately determined and predicted. Second, based on the state pre-
diction, the maintenance plan can be generated in order to guarantee availability of
a sustainable system and reduce maintenance costs.

There are trends to exploit the data supplied by SCADA systems by means of
artificial intelligence approaches so as to develop different methods that can be used to
assess the state of wind turbines. Hameed et al. (2009) reviewed different techniques,
methodologies, and algorithms developed to monitor the performance of main
components of a wind turbine. In another paper, Hameed et al. (2010) investigated the
viability and the implementation of a condition monitoring system for a wind turbine.
Godwin et al. (2013) presented a robust and accurate expert system for the classifi-
cation and detection of wind turbine pitch faults through SCADA data analysis.
Schlechtingen and Santos (2011) developed various normal behavior models in order
to monitor different signals. Through direct comparison of the model’s output and the
real measured signal, the estimation error can give an indication of signal behavior
changes and thus possible faults can be derived. Kusiak and Verma (2012) proposed a
methodology that explores fault data provided by the SCADA system and offers fault
prediction at three levels: (1) fault and no-fault prediction, (2) fault category, and
(3) the specific fault prediction. In this context, different data-mining algorithms
have been applied to develop models predicting possible faults. Miguelanez and
Lane (2010) surveyed current techniques of fault detection and diagnosis with specific
focus on an offshore scenario. The authors classified these techniques into two main
categories: model-free methods and model-based methods.
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Regarding the maintenance planning strategies, there are numerous authors who
have investigated the benefits of corrective, preventive, and CBM in wind industry
in their literature. Ding (2010) investigated the benefits of the application of each
maintenance strategy considering the case of multiple-turbine wind farms. To this
end, they developed an optimization model in order to optimize the average
maintenance cost for each strategy. Besnard et al. (2009) presented an opportunistic
maintenance optimization model for offshore wind power systems. The proposed
model consists of a mathematical integer optimization model, which takes wind
forecast and corrective maintenance activities in order to perform optimal planning
of corrective and preventive time-based maintenance activities with the objective of
minimizing maintenance costs. Wojciechowski (2010) investigated the oppor-
tunistic maintenance problem by means of a stochastic programming approach,
which takes the problem of uncertainties such as weather forecasts and lifetime of
components into consideration. The objective of the stochastic optimization is the
minimization of maintenance costs for the corrective and preventive maintenance
activities. Besnard and Bertling (2010) presented an approach to optimize CBM
strategies for components whose degradation can be classified regarding the
severity of the damage. The proposed optimization model was tested for wind
turbine blades. The maintenance of the components is based on visual inspection,
inspection with condition monitoring, or online condition monitoring systems.
Furthermore, the authors used the Monte Carlo simulation to estimate the main-
tenance costs. A simulation method was proposed to evaluate expected life cycle
maintenance costs for inspection based on maintenance strategies as well as
maintenance based on online condition monitoring. In further work, Besnard et al.
(2013) presented a model for optimizing the maintenance support organization of
an offshore wind farm. The model considers decisions regarding the location of the
maintenance accommodation, the number of technicians, the choice of vessels, and
the use of helicopters. Bian et al. (2012) proposed a method to optimize the offshore
wind farm maintenance strategies by network planning. The objective is to mini-
mize the total cost, by taking different factors, such as weather, boat availability,
and the location of the wind farm into account. Sorensen (2009) described a
risk-based life cycle approach for optimal planning of O&M of OWTs which is
based on the preposterior Bayesian decision theory. There is significant uncertainty
in the inspection and monitoring of deterioration mechanisms such as fatigue,
corrosion, wear, and erosion before failure of the component occurs. The described
approach requires a damage model subjected to uncertainty, a decision rule used to
choose the maintenance actions based on information from inspection, stochastic
models for the uncertain parameters, and cost models for the costs along the life
cycle.

Most of the literature existing nowadays and cited earlier deals either with the
development of suitable health conditions for individual components of wind
turbines or the optimization of maintenance activities in which the maintenance
strategy should have been adopted already. However a few papers have drawn
attention to integrative challenges by combining the health condition assessment for
OWT with multiple components as well as the optimization of maintenance
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activities in offshore wind scenarios. This has already been done in the context of
onshore industry but is still in development for offshore industry (Garcia et al.
2006). Indeed, Garcia et al. (2006) developed a maintenance framework for onshore
wind energy which is able to optimize and dynamically adapt a maintenance cal-
endar for a monitored wind turbine according to the real needs and operating life.
Furthermore, their proposed software application takes the information coming in
real time from condition monitoring systems and other information sources into
account, in order to detect possible anomalies in the normal behavior of the
industrial components.

The purpose of this paper is to fill this gap in an offshore wind scenario and
presents a new preactive maintenance framework addressed to process different
information provided from different sources in real time. These sources include
CMS, maintenance archives, weather forecast, and resource availability, in order to
optimize the planning of corrective maintenance, CBM as well as time-based
maintenance activities in a mixed but practically used strategy.

Approach of Preactive Maintenance

As mentioned earlier, nowadays, wind park operators collect a large amount of data
from different sources. From the maintenance point of view, the data will in general
be used to determine the condition of a wind turbine. An easy way to do this is to
define limits and match them with the data stream. Consequently, a corrective
maintenance strategy has to be applied. The main difficulty with this strategy is that
the planning of the maintenance measure starts with the detection of the failure,
which means that in general it is already too late.

In conclusion, the data must be transferred into information first and then has to
be linked to different information sources in order to gain knowledge at an early
stage. For example, the historical data and the weather conditions together might be
used to define the risk of a future failure of the wind turbine. Taken together with a
current investigation of the sensor data streams, this risk figure gets more concrete,
which means less uncertain. Failures must be detected as soon as possible, and the
resources, needed for the maintenance measure, must be planned and controlled
automatically by anticipating the scope of the measure. To this end, troubleshooting
has to be considered in the overall context (that means the whole wind park or even
several wind parks) and prioritized under multicriteria aspects.

Beside this, the preactive maintenance concept includes the continuation of
preventive interval-based inspection and maintenance. Preactive in this sense,
however, means that the scope of the inspection or maintenance should be adjusted
according to the particular context. One hypothesis of predictive maintenance is that
through the availability of information about the system and the behavior of its
components, the scope of an interval-based maintenance can be dynamically
adjusted to the particular needs under cost/risk considerations. Of course, the data
of the preventive maintenance operation will also be used for optimization of the
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sociotechnical systems by planning and controlling resources such as technicians,
tools, logistics, and so on. Another point is that the period for preventive mainte-
nance measures nowadays is defined by the respective manufacturer of the com-
ponent. By gaining experience and knowledge following this approach, longer
intervals could be arranged in accordance with the particular needs.

Figure 2 illustrates the general components of the preactive approach. As
described earlier, the fundamental basis is the mining of task-relevant information
from data that are related to maintenance. A concrete software-based architecture
would support this challenge with a collection of methodologies and techniques for
processing the data to information.

o«
o
c
o,
w2
£
4 T +
Tactical level S e
. o ©
Aggregate planning of = g
maintenance measures in a midterm s
. ©
perspective =
w
c g
oo
o 3
g S = ©
c c o @
© © () +2 =
[ S (= Q X 5
) oo (] o @ 9]
s - cC = £
= = = C &=
L o — © O o
© © © s C £
£ & © > b
2 o 5
U o () ot c
S S > O o S
e) = c o b=
s +~ [¢o] =]
O < o 3]
[ Q C O 19
o S v un &
[ +
o < £ 2
&) o © ©
S @
joR
o
[TRNY%)
. . S v ey
Data, Information, Planning and control £S5 _rE _§
[}
B E

Fig. 2 General concept of the preactive maintenance approach



Preactive Maintenance—A Modernized Approach ... 329

On top of that, the output of the basic level should support the three objectives
explained earlier. First, corrective maintenance tasks (so-called troubleshooting) are
supported by recognition of failures at an early stage in order to enable planning and
controlling as well as the scheduling of tasks and the allocation of resources.
Second, preventive maintenance as known from the literature is in particular
included for some components, essentially with a linear wear-out curve. Tasks
derived from these components should be evaluated according to cost/risk criteria
and scheduled for instance together with other tasks. Third, the maintenance and
inspection based on fixed intervals will be continued in contrast to many other
condition-based approaches. Nevertheless, the data and information enable the
“preactive” adoption of dynamic maintenance and inspection scopes according to
the particular condition of an OWT. In the concrete preactive maintenance systems,
the output of this level is the operative executions of the tasks based on an opti-
mized order under the criteria described earlier.

The top of the concept consists of the roof that enables the change in parameters
of disposition and scheduling of task and allocation of resources. The concrete
architecture should address experts who coordinate the three strategies within the
enterprise by giving them information and knowledge bases from the previous
levels. The scope is on a tactical, mid-term level enabling a continuous improve-
ment in the system.

First Example for Preactive Maintenance

Due to the aggregated information of the general condition of a wind turbine, it is
possible to deduce a maintenance priority automatically. Preventive maintenance
concepts for an offshore wind park usually prescribe that once a year, each wind
turbine should be maintained. Because the weather conditions at sea are better in the
summer months, the time slot for the annual maintenance is very short.
Furthermore, other circumstances such as nature conservation lead to more limi-
tations. Because of that, the operative process has to be very efficient and distur-
bances such as sudden failures must be avoided.

In this context, one of the main questions is which is the most suitable sequence
for maintaining the wind turbines? Aggregated information and ratings are needed
in order to schedule on the basis of the particular context or condition. An indicator
for scheduling, e.g., is the knowledge about the condition of each wind turbine
(Fig. 3). Potential damage or breakdowns could be avoided through early mainte-
nance activities.

Another point regards the annual maintenance scope. Today, the time slots
between maintenance measures for each component are defined by the manufac-
turer of the component on the basis of statistical data. Due to the availability of
information about the behavior of the wind turbine and the components, the times
lots, and scopes could be dynamically adjusted. On the one hand, inefficient
measures could be avoided and on the other hand the obtained data could be used
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Fig. 3 Example of the preactive maintenance approach for an annual maintenance in wind parks

for improving the wind turbine. It naturally isn’t possible to ignore the manufac-
turer’s instructions, but on a mid-term perspective and maybe with the support of
the manufacturer, maintenance based on the context and condition is more efficient
than the classical concepts.

Besides, there are further examples of how the general approach could optimize
the O&M system, e.g., by arranging inspection and general maintenance together
with troubleshooting of mistakes that have occurred.

Conclusion

In conclusion, the general conditions offshore have to be considered within the
planning of maintenance measures. Due to this, the successful maintenance con-
cepts for the landside cannot be copied one by one. Instead of that, the O&M have
to learn how to handle the circumstances offshore and find new ways for efficient
maintenance processes. The introduced concept of preactive maintenance is an
approach that uses existing information and knowledge to encounter the particular
best-fitting maintenance strategy. Outputs are relevant operational events. Next
tasks will include the development and implementation of techniques for the fun-
damental processing basis. The case of wind park maintenance will be observed in
order to cope with other processes and challenges.
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Eco- and Cost-Efficient Personal
E-mobility in Europe—An Innovative
Concept for the Informational
Synchronization Between E-vehicle users
and the Smart Grid of the Future

Using NFC Technology

Antonio Lotito, Jan Heitkotter, Moritz Quandt, Thies Beinke,
Michele Pastorelli and Maurizio Fantino

Abstract Due to the European-wide target to reduce greenhouse gas emissions
from the transport sector, electric mobility (EM) is considered by many countries to
have a high potential to contribute to this reduction. The challenges connected to
the extensive introduction of EM are the battery capacity of the vehicles, high
procurements costs, and the access to charging infrastructure. Innovative user
services associated with EM can contribute to establish this new technology.
Therefore, this paper provides a scientific approach to use mobile devices, like e.g.,
smart phones or tablets, of electric vehicle users as personal energy assistants
(PEAs). This PEA supports the charging process for electric vehicles
(EV) associated with a specific user. The service contains user-generated loading
profiles, the definition of thresholds for electricity rates by the user,
battery-protecting charging management, energy-efficient navigation as well as
routing assistance to specific charging stations. The communication between mobile
device of the vehicle user, electric vehicle, and smart charging infrastructure is
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enabled by near field communication (NFC). This communication standard ensures
an immediate and safe communication that enables services such as mobile pay-
ment and a user-specific configuration of the charging infrastructure by a simple
gesture. In conclusion and outlook, additional future services will be described that
refer, e.g., to a battery health monitoring, a drive style monitoring, and driving
style-related rental rates for EV.

Keywords Smart grid - NFC - Electric vehicle/mobility - Mobile devices -
Wireless

Introduction

While the CO, emissions from other sectors are generally decreasing, the transport
sector is showing a contrasting development (EIA 2013). The emissions from
transport increased by 26 % from 1990 to 2008 (EC 2012), while passenger vehicles
and vans accounted for more than 50 % of these greenhouse gas emissions (Hill et al.
2013). Therefore, the large-scale deployment of electric mobility (EM) can con-
tribute to a reduced dependency on fossil fuels and the impact on the world’s climate.
The European Commission aspires to establish Europe-wide standards for com-
munication and recharging infrastructure, funding for the research and development
of electric vehicles (EV) and infrastructure as well as investigating the effects of EM
on the electricity grid (EC 2010). Along with the efforts in the field of EM, the
electricity grid of the future, referred to as “smart grid” (SG), is in the focus of
industry and research. The SG will allow pervasive control and monitoring of the
electricity grid, by applying advanced information and communication technology.
This enables all involved players to find new ways of interacting and transact
innovative businesses across the SG (Farhangi 2010). On the one hand, these
developments offer the possibilities to tackle challenges connected with the opera-
tion and management of future electricity systems, following from the integration of
alarge fleet of EVs in the electricity grid (Pecas Lopes et al. 2011), like, e.g., impacts
on electricity grid stability caused by many EVs charged simultaneously in a specific
area or forecast uncertainties caused in connection with spatially distributed
charging infrastructure and mobility patterns of the EVs (Galus et al. 2010).

Besides the technical solutions to integrate EVs into an SG, the introduction of
an SG also offers opportunities to create innovative services that combine the
advantages or neutralize disadvantages connected with these new technologies. The
regular charging cycles of EVs requires public charging infrastructure in addition to
the common approach to charge EVs overnight at home (Kaebisch et al. 2010).
Therefore, this paper introduces an approach that offers innovative services sim-
plifying and personalizing the charging process at public charging spots by
applying near-field communication (NFC) in mobile devices. In the following, this
service will be named personal energy assistant (PEA).
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Requirements Analysis

As the connection of the EVs and their charging infrastructure to the SG of the
future tangents a wide interest group, there are also different requirements on an
intelligent service to simplify and personalize the charging process at public
charging infrastructure. Within this chapter, the main stakeholders of such a system
will be described as well as their challenges within the dynamic environment of EM
(see Table 1). Finally, the meaning of these challenges will be analyzed with respect
to the requirements of the PEA.

As described in the introduction section, the main objectives of the development
of the PEA will be the promotion of EM in general and the coordination of energy
offers and demands. Therefore, there are four main stakeholder groups for such a
system: EV users, charging spot operators, electricity suppliers, and distribution
system operators.

In order to make EM more successful in the future, an approach is needed which
contributes to the solution of as much challenges as possible. Therefore, the
approach to be developed has to simplify the payment process at public charging
infrastructure to raise the general attractiveness of such charging spots.
Furthermore, the concept should provide standardized real-time data exchange
between SG and EVs. This will give the possibility for balancing energy produced
and consumed even on short notice. From an economic point of view, the grid
balancing can be supported by applying flexible electricity rates at charging sta-
tions. The following sections of the paper will describe possible technical solutions
for the implementation of such an approach as well as services considered crucial to
enable a PEA.

Table 1 Challenges of EM for the stakeholder groups

Stakeholder groups Individual challenges

EV user 1. Unsatisfying economy and range of EVs compared to vehicles
with combustion engine

2. Additional costs for sustainable mobility

3. Insufficient spatial distribution of charging infrastructure

Charging spot operators 4. High invest to build up the infrastructure

(CSO) 5. Operating charging spots economically

6. No generally accepted norms and standards for the energetic
and informational exchange

Electricity supplier (ES) 7. Have to face a highly competitive and dynamic market
8. Efficient marketing of the energy mix

Distribution system 9. Avoidance of over- and underloads in the electricity grid caused
operators (DSO) by a rising share of fluctuating renewable energies
10. Integration of a growing number of EVs into the grid
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State of the Art

Currently, mobile devices allow their users to access remote services on the move
and have already highlighted the new role of mobile personal assistance in different
fields from medical (where people can monitor their own physical condition
whenever they want and wherever they are, in order to accelerate the promotion of
preventive healthcare models; Aridarma et al. 2011) to home automation (where
users can manipulate appliances anytime, anywhere, letting houses become more
and more automated and intelligent; Annan et al. 2012). Different research activities
are also exploring the capabilities of mobile devices in automotive fields, where the
mobile devices are, e.g., used to offer value-added services to driver and passengers
(Campolo et al. 2012; Araujo et al. 2012).

In these new roles of personal assistants, the mobile data exchange technologies are
commonly used to enable communication between mobile devices and infrastructures,
sensors, actuators, appliances, and also vehicles. In this case, the wide range of
communication technologies is limited considering only the subset of communication
capabilities offered by mobile devices. With this restriction, the subset is mainly
limited to Bluetooth, Wi-Fi, and NFC in addition to cellular GPRS and UMTS
technologies. Bluetooth and Wi-Fi are already perceived as important parts of any
smart energy solution, as they make deployment of smart meters and their extension
into a Home Automation Network much easier. Such technologies are already used to
connect electricity meters to the utility and to appliances around the home, to connect
gas and water meters to the gateway as well as to collect, exchange, and check data.

Nevertheless, the aforementioned technologies are thorough as data communi-
cation technologies. They are considered not satisfying from security and user
experience point of views. These perspectives are mandatory in order to define a
complete and user-centric PEA that is also enabling payment via mobile devices.
These motivations are the basic reasons why the authors decide to go beyond and
deep investigate NFC technology. The NFC is a short-range radio technology that is
mainly used for mobile payment and ticketing. The number of use cases applying
NFC technology is continuously growing and includes, e.g., advertisement, home
automation, education, and touristic scenarios. This growth is mainly reasoned by
the ease of use: Using NFC simplifies the user experience. It is intuitive and easy to
understand. There are no menus to deal with to create connections, and it is as
simple as picking up an object to look at it.

Concluding, each technology has strengths and weaknesses, but for the purposes
of the services related to a PEA, the authors consider the NFC technology the most
promising one, useful to cover and satisfy the requirements of a PEA in terms of
security, bidirectionality, versatility, reliability, and ease of use. Moreover, the NFC
specifications also cover the chance to handover the NFC connection toward a
second communication mean (e.g., Bluetooth or Wi-Fi), which is useful when the
scenarios require, e.g., high data rate. In this case, again, the ease of use covers an
important role because handover and set up of the second communication channel
are transparent for the user and enable new complex scenarios.
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Table 2 Charging modes for EVs (Bauer et al. 2010)

Type kVA Charging time Charging method

Slow/normal 1-5 6 h AC: 1 phase, 230 V, 16/32 A
Semi-fast/medium 10-25 1-3 h AC: 3 phase, 230 V, 32/63 A

Fast 180400 5-15 min Undetermined, DC off-board charging

In conjunction with the future scenario of a widespread distribution of EVs, the
issue of charging these vehicles cannot be neglected (Schuh et al. 2013). Especially
for urban areas and to cover greater distances, a public charging infrastructure is
needed (Bessler et al. 2011). A simple and standardized charging process is con-
sidered a key enabler to establish EVs on the market. The consideration of usability
for the EV users, operability, or billing a communication between EV and elec-
tricity grid are essential for a successful introduction of EM (Kaebisch et al. 2010).
Currently, there are several standardization activities considering the communica-
tion of EVs and SGs that are developed simultaneously by different standardization
bodies, e.g., [EC 15118-2 for a standardized V2G communication (Kaebisch et al.
2010; Schuh et al. 2013), SAE J2293 as standard for the power line communication
between DC chargers and EVs (Botsford and Szczepanek 2009), and SAE J2836/1
that establishes use cases for the communication between plug-in EVs and the
electricity grid (Chatzimisios et al. 2013). Another important research theme is the
impact of EVs on the electricity grid regarding different charge modes (see Table 2).

The charge mode to choose for the EV user depends on several factors. The price
for the charging process will be directly connected to the charging mode. From the
point of view of an electricity supplier, slow charging would be less expensive than
fast charging, and energy prices will also fluctuate during the day, especially with a
high amount of renewable energies in the grid. Other important factors are the
actual utilization of the electricity grid at the time of charging as well as the battery
of the EV that determines the charging rate depending on the used battery tech-
nology (Botsford and Szczepanek 2009).

As far as the applied or conceptualized services for public charging infrastruc-
ture are concerned, the research focuses on payment methods (Schamberger et al.
2013; Qui et al. 2012; Monteiro et al. 2012). Bessler et al. (2011) conceptualized a
routing and reservation service for EV users including multimodal transport (public
transport, walking distance, etc.) from the charging point to destination.

Scientific Approach

The widespread penetration of mobile devices, such as smartphones and tablets, is
creating opportunities for more flexible and adaptive services and applications. At
the same time, the SGs, as anticipated in the introduction, could also be able to
provide services on demand and to benefit from a programmatic interaction with the
users. In this scenario, EVs have a great potential, due to the energy stored in their
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batteries, to interact with the electricity grid. This chance, in an SG context, could
also encourage the development of different technologies and approaches related to
interaction with the users’ smartphones. These considerations are the premises to
the usage of mobile devices as PEA. The interaction between mobile devices and
SG can be seen as a path to follow for developing new kind of services and
applications. Here, NFC technology represents the ideal bridge technology to share
data among users, vehicles, and charging stations and can be an enabler to establish
different services useful for the mentioned stakeholder groups. Although all
stakeholder groups are addressed, the approach to be developed will mainly focus
on the EV users because of their central role in the diffusion process of EM.
Nevertheless the approach generates possibilities for the other stakeholder groups to
establish innovative business models.

In particular, the NFC technology, through peer-to-peer communication, is a
profitable means to enable the bidirectional data exchange. The PEA, using this
short-range radio technology, can greatly simplify how users gather data, interact
with their environment, and share additional data. When a mobile device touches,
or is held near another NFC capable device (i.e., the charging station), the device
can exchange information. These data could be a link to download the agreement
about the usage of recharging station, the percentage of energy sources used to
recharge the batteries, the cost threshold under which the user is interested in
recharging the battery, the destination of the users, the receipt of the charging
payment: The possibilities are endless and the interaction is established in a very
simple way, through a tap gesture.

In this approach, the authors have identified some services considered crucial to
enable a PEA that generates possible benefits for the stakeholder groups. These
services are as follows:

1. Charging process facilitator:
The user can choose the specific loading profile (fast vs. normal recharge cycle)
directly on his own device, which is also used as navigation unit. The service can
analyze both the path to reach the destination, the remaining energy, the positions
of recharging areas, and the rates for the energy. After this analysis, the service is
able to suggest to the user the best trip/recharging strategy. This enables to exploit
both the synergy between the charging areas to offer best rates for the user needs
and dynamically changing the energy rates considering the real usage or load.

2. Cost Efficiency Algorithm:
The PEA will provide users the chance to set some cost thresholds useful to
enable an if-then-else decision support recharging tool. For example, users will
be able to set a threshold value, under which recharging the vehicle, even if the
remaining mileage would be enough to reach the destination and, consequently,
the recharging would not be necessary. The algorithm will also be able to accept
different cost thresholds for different charging levels: Typically, in fact, users are
willing to pay more for recharging the battery when they really need to do it and
their predisposition to pay for recharging decreases inversely with the available
mileage.
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3. Energy efficient navigation and routing assistance:
Building on the findings of the state of the art, an algorithm will choose the most
energy-efficient route toward a specific destination, exploiting both real-time
information (i.e., traffic, road type and condition, weather condition, etc.) and
vehicle-related information (i.e. number of passengers, cargo weight, etc.)
together with position-based data calculated via GPS systems. The algorithm
will be able to calculate the driving directions in order to minimize the energy
consumption. Moreover, the algorithm will also be able to minimize both travel
time to reach a charging point and waiting time, ensuring that charging spots
and power are available, without overloading the grid.
4. Mobile payment:

The payment will be possible with any NFC mobile device and will exploit
peer-to-peer mode, using SNEP protocol, to send the driver’s identity from the
mobile device to the charging terminal and to establish a closed loop payment,
loyalty, and coupon redemption (Lotito and Mazzocchi 2013). A peer-to-peer
approach is chosen instead of the classic Card Emulation, to avoid the usage of
the Secure Element and, consequently, to stay away from agreements with the
mobile network operators and mobile device manufacturers, in order to access to
the secure element, and to enable a bidirectional “secure as required” challenge
response algorithm useful to provide the payment solution.

The table shows which service contributes to the accomplishment of the chal-
lenges identified in the Requirements analysis (Table 3).

The four crucial services introduced contribute to meet a wide range of the
challenges for the different stakeholders identified in the requirement analysis. As the
acceptance of the EV users play a vital role for a successful large-scale diffusion of
EM, the challenges of the EV users are particularly considered in the PEA approach.
In addition to these crucial services of the PEA that can already have an impact on the
successful diffusion of EM, further services can be introduced to enable new business
opportunities for the stakeholders of EM. The aforementioned services are useful
only with a programmatic data exchange among the actors: users (mobile devices),
vehicles (EVs), and the grid (recharging stations). Consequently, once identified the
ideal channel useful to exchange data (NFC technology) and the minimal set of
services useful to build a PEA, particular attention needs to be focused on data to be
exchanged in order to implement the aforementioned services. The information and
control signal flows of the aspired PEA solution are illustrated in Fig. 1.

Table 3 Contribution of the services to the accomplishment of the identified challenges

No. of challenge (see Table 1)

EV user CSO ES DSO
Service 1. 2. 3. 4. 5. 6. 7. 8. 9. 10.
1. X X X X X X X

2
3. X X X X X
4
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Fig. 1 Information and control signal flows associated with the PEA (following: Bernard 2013)

Other additional information are useful for the charging control, but they are not
strictly necessary for the power transfer, for example:

1. Starting and ending time in which the EV is available for power/energy
exchange are useful to optimize the transfer and can be encouraged by proper
pricing. This means that the energy is available, with a defined maximum power
for an assigned time interval and the grid manager can decide if and when to
employ it;

2. best values of power/energy regarding battery life;

3. status of the battery, in order to compute the amount of energy that can be stored
in the battery itself; and

4. temperature of the battery.

Conclusion and Qutlook

In this paper, the authors presented an innovative EV user-centered approach to
foster the diffusion of EM in Europe. This service uses mobile devices of EV users
to initiate communication between users, charging infrastructure, and the SG of the
future via NFC technology. The aim of the fundamental concept is to promote
sustainable EM in Europe. To reach this overarching goal, the service will simplify
the payment at public charging spots using NFC peer-to-peer mode. This allows the
users to process the payment with a simple gesture. Furthermore, the concept allows
the user to predefine individual loading profiles, which contain, e.g., the desired
share of renewable energy, the acceptance of fast loading, and threshold for the
price the user is willing to pay. These profiles are the basis for the implementation
of flexible electricity rates, which are an extremely important instrument in order to
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use EVs as flexible and dynamic energy storage in a smart electricity grid. In
addition, the profiles allow an increased utilization of the slow charging mode,
which will lead to a higher lifetime of battery systems used in EVs.

The aforementioned services, as anticipated, represent the initial subset of ser-
vices useful to achieve a PEA. The authors are already thinking about additional
services useful to enhance this assistant, considering other aspects related to:

e Battery management and battery health:
In order to maximize the battery lifetime, it is important to monitor the battery
status during the use of the battery itself. Normally, the current from a battery
pack is generally monitored for safety and electric drive control sensors. The
measurement of the voltage across every single element of the battery can be
performed to carry out a complete monitoring and control of the battery.

e Driving style monitoring:
Analyzing the energy consumption of a trip together with data related to energy,
positions, and speeds accelerations, it is possible to understand the driving style
of the users: prudent, fearless, green, and so on, and once recognized a driver
profile it is possible, for example in a car rental scenario, to suggest appropriate
rental rates: enabling, for example sport, normal, and city center rates.
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Food Traceability Chain Supported
by the Ebbits IoT Middleware

Karol Furdik, Ferry Pramudianto, Matts Ahlsén, Peter Rosengren,
Peeter Kool, Song Zhenyu, Paolo Brizzi, Marek Paralic
and Alexander Schneider

Abstract The paper presents the food traceability prototype, which was imple-
mented as a pilot application of the FP7 EU project ebbits. The platform archi-
tecture, built upon the principles of the Internet of Things (IoT), People, and
Services, is described in aspects of the supported interoperability and semantic
orchestration of services involved in the food production chain. The platform
represents physical objects as digital objects that go through different phases in the
production chain. The information produced in each phase is stored by involved
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actors and could be retrieved back by the consumers through orchestrating services
provided by the actors in the production chain. These services are resolved by a
product service orchestration, which is supported by a semantic backend.

Keywords Internet of things - Food traceability - Service orchestration

Introduction

Food traceability is nowadays considered as essential and an indispensable feature
for food safety and protection of consumers (Welt and Blanchfield 2012). It typi-
cally involves the monitoring and recording of the origin and various relevant
characteristics of products, while the goal is to ensure the quality of food during all
the production chain, in a “from farm to fork” sequence of providers, suppliers, and
consumers. Obviously, the food production and delivery process is rather complex,
namely, in terms of number, geographical distribution, and heterogeneous infor-
mation resources of involved actors.

To overcome some of these difficulties, the Internet of Things (IoT) and related
technologies of future Internet have been identified as a suitable approach for food
traceability solutions, which are, from end customers’ perspective, also referenced
as food awareness applications (Reiche et al. 2012). The IoT benefits of IP-based
communication and data transfer, RFID and EPC standards, wireless embedded
technologies as well as advanced features such as context awareness, service, and
data integration enable to construct enterprise systems supporting the food trace-
ability (Zhao et al. 2012) as well as many other application areas (Camarinha-Matos
et al. 2013).

Research related to the IoT domain is extensive, and in European context, there
are activities and projects under the European Research Cluster on the IoT (IERC,
http://www.internet-of-things-research.eu) Specifically, the involved FP7 project
SmartAgriFood addresses the innovative IoT solutions for farming, agriculture
logistics, and food awareness (Brewster et al. 2012). Investigations on a unified IoT
research strategy in Europe, definition of a common vision and community-building
activities, are in focus of the IoT-I and IoT-A projects. Namely, [oT-A provides a
general reference architecture model for the interoperability of IoT systems
(Magerkurth et al. 2012), which is generic and reusable for concrete IoT application
cases.

The FP7 project ebbits, which is also included in the IERC cluster, focuses its
research on the architecture, technologies, and processes, which allow businesses to
semantically integrate IoT into mainstream enterprise systems and support inter-
operable end-to-end business applications. It extends the concept of IoT on people
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and services by providing mechanisms for sensor-generated data fusion and its
integration with the information obtained from involved actors, semantically sup-
ported context awareness and service interoperability. This approach is demon-
strated on two pilot applications in domains of automotive industry and food
production (Brizzi et al. 2013).

The technical solution of ebbits is based on the achievements of FP6 project
Hydra (Eisenhauer et al. 2010), namely, on the semantic IoT middleware later
called LinkSmart, which is available as an open source project at http://sourceforge.
net/projects/linksmart/. Functionality enrichments on device networking, architec-
ture, eventing, and so on, which resulted in a release of the currently available
LinkSmart ver. 2.0, have been accomplished within the ebbits project. In the next
sections of this paper, we present an adaptation of the LinkSmart middleware as an
IoT enabler for the food traceability scenario, which has been accomplished within
the pilot application of ebbits.

Food Traceability Scenario

The food traceability application in ebbits is particularly focused on seamless and
interoperable information exchange between all the actors involved in the food
production chain, which is achieved by a semantic orchestration of data generation
services provided by sensors, devices, and information resources connected in a
peer-to-peer (P2P) network of LinkSmart nodes.

The application scenario, schematically depicted in Fig. 1, was prepared in a
cooperation with TNM A/S Denmark, http://www.tnmgruppen.dk, user partner in
ebbits and the main facilitator of contacts to the respective process actors. The
scenario covers the whole life cycle of product—beef meet, starting with the
feeding farm through slaughtering, transport, up to the delivery to supermarkets,
and to end consumers. In Fig. 1, gray ovals represent the data contained within the
ebbits system as concepts in the underlying semantic model. The middle hexagons
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Fig. 1 Data flow and steps of the food traceability chain
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represent the various states during the lifetime of the meat. The rectangular boxes
represent data inputs and related application services for each state.

Data resources for the scenario in its prototype implementation have been col-
lected for each process state. For example, the farm data came from a local farm
management system and installed sensors (e.g., parameters of milking, movement
of animals, etc.) as well as from The National Cattle Database in Denmark that
provides information on each individual animal such as date of birth, parents ID,
medical treatment, and production efficiency. Other process states are supported in a
similar way—respective data resources and related data providing services are
taken from dedicated sensors, specialized applications, or even simulations.

Technology and Solution

The food traceability prototype implements a decentralized architecture of
LinkSmart (Kostelnik et al. 2011), where a number of ebbits applications are
involved in the meat production chain. The deployment view of the prototype
architecture consists of a number of geographically distributed LinkSmart server
machines, which are used to execute the different applications and ebbits compo-
nents of the scenario. In contrast to the food traceability solutions employing a
centralized data store (Zhao et al. 2012), the distributed IoT architecture of ebbits
allows autonomous data storage and information processing facilities for each of the
connected data resources or applications.

The ebbits solution integrates the connected devices and information resources
into a P2P network structure of nodes (or, optionally, deployed in a Cloud envi-
ronment), where the communication and data transfer between the nodes are based
on a loosely coupled event processing model (Furdik and Lukac 2012). Each of the
connected devices is wrapped with a Web service extension, which enables to
transform heterogeneous APIs of devices into uniform LinkSmart interfaces. This
proxy mechanism is described in detail in the next section.

Sensors and Physical World Adaptation

In order to provide a common framework to support interactions between different
“physical world” devices (e.g., a set of heterogeneous devices, actuators and sub-
systems) and the LinkSmart-based platform in ebbits (next referred as “ebbits
platform™), a Physical World Adaption Layer (PWAL) is developed as a glue layer
between them. The PWAL is composed by a set of PWAL Drivers, each one in
charge of communication with a different physical device family and containing all
the technology-specific logic needed to manipulate those adapted physical devices.
Also, an administrative mechanism is implemented to manage different PWAL
Drivers at a time, such as loading, unloading, and configuring heterogeneous
physical devices. Furthermore, each adapted physical device or subsystem is
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Fig. 2 PWAL components used in the food traceability scenario

represented as a virtual device in PWAL to facilitate the data fusion and trans-
formation of the raw information obtained by the local services.

Figure 2 illustrates how PWAL works in the transport state in the food trace-
ability scenario. In order to provide a better control of shipment, a Wireless Sensor
Network (WSN)-based temperature monitoring system is mounted to the truck to
record the temperature variations in the beef. Meanwhile, the Low Level Reader
Protocol (LLRP) RFID readers are attached to the beef to record the identification
and relevant contextual information.

The two PWAL drivers (i.e., WSN driver and LLRP driver) are managed by
their software proxies, which interact with the ebbits platform through the event
manager to expose the control management services for the RFID Reader and the
WSN. More specifically, the event manager interacts with the event processing
agent (EPA), which in turn first reads and processes the Digi-BB events generated
at the slaughter state, to write the associated farming and slaughtering information
into RFID tags at the beginning of the transportation. During the transportation, the
temperature information collected by the WSN can be stored into an on-board PC or
a temperature logger. When the temperature monitoring system on the truck is
equipped with a GPRS or Wi-Fi network interface, the beef temperature variation
can be stored centrally and displayed on a dedicated supervision system in real
time. Otherwise, the temperature records can be manually or automatically retrieved
at the end of the transportation. Finally, the transportation-related information (e.g.,
truck ID, transport route, and beef temperature logs) combined with the information
recorded in RFID are added to the Digi-BB events, namely, Enriched Digi-BB, in
Fig. 2, when the transportation completed event is detected by the event manager
and is processed by the EPA. After this processing, the Enriched Digi-BB events
containing the enriched traceability information (including the farming, slaughter-
ing, and transporting information) are forwarded to the subsequent state (called
supermarket in Fig. 1) in the food traceability scenario.
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Semantic Model for Orchestrating the Food Traceability
Services

Ebbits uses a dedicated semantic model to support the service orchestration. It is
required to describe meta-information of services offered by actors involved in the
food production chain, which can be retrieved by the orchestration engine. The
semantic model, which combines the traceability domain model and the model of
services, is derived from the IoT meta-model proposed by the IoT-A (Magerkurth
et al. 2012).

As depicted in Fig. 3, the semantic model introduces a representation of various
physical objects by a conceptual digital object. The digital object is abstracted by
ebbits:DigitalThing concept, which can be inherited into more specific classes such
as ebbits:DigitalAnimal, ebbits:DigitalFood and so on.

Additionally, ebbits provides an identity management that creates a unique ID for
these objects and manages the references to/from related entities—for instance, to
link a Cow object to the meat products originated from the Cow (Brizzi et al. 2013).

The semantic model enables us to link the digital object concepts with services
that provide information and perform actions upon the objects. For instance, a
digital Cow is linked with a service, provided by the farmer, to retrieve information
about the feed and breeding record. After the cow is slaughtered, its conceptual
representation is additionally linked to the service of the slaughterhouse that could
provide information on the meat quality. The semantic model of services follows
the OWL-S model (Martin et al. 2004), which describes concepts such as service
input, output, precondition, and postcondition. These concepts are required to
automate the service invocation by a service orchestration engine.
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I eEoils ThingProperty  ebbits Dipla hingProperty | B ot ARribaeType - owl- Thg D SANVICHAPUR acamate.
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Fig. 3 Ontology schema for the traceability scenario
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Thing Management

In order to manage the traceability data for specific products, in ebbits traceability
processes, the ebbits:DigitalThing concept was transformed into the functional
module “Thing” and was introduced into the LinkSmart architecture. In general, a
Thing can represent any physical or digital entity. In the food traceability scenario of
ebbits, the child concepts of ebbits:DigitalThing typically represent animals and
meat products. This way, the Thing module acts as a hub for collecting
product-relevant events and data and manages the storage of the collected
information.

The ebbits traceability prototype is deployed as a number of nodes in a P2P
network. These nodes can be considered as being independent of each other except,
when a Thing is transferred to or from the node. Figure 4 shows the details of a
traceability node with the Thing and the related ebbits components.

The components involved in the traceability node (cf. Fig. 4) are as follows:

e PSO: A definition for what needs to be traced at each step for the Things. It
contains information of which events are relevant as well which services need to
be invoked.

e Thing: Refers to an object representing the thing that is the subject of the trace.
Each instance that is traced is represented by one Thing object, i.e., there will be
multiple Things in most scenarios. The Thing itself contains a number of
managers, the most important are Thing Manager provides the Thing with
general traceability services. Storage Manager provides the Thing with storage
capabilities, and the PSO Manager provides interfaces to local services that
need to be invoked as part of the trace.

e Ontology Manager Service Ontology: Provides mappings of services defined in
the PSO to actual local services.

e Event Manager: Provides simple eventing that exposes events from local ser-
vices as well as from Things.

e EPA: Provides the functionality to move Things in between traceability nodes
using event and routing rules.

Traceability Product Service i
Node Thing < Orchestrati ebbits Cloud
(PSO)
Thing Manag < > Entity Manag
S Moy Menscom ok Y
- Invocation
Local lelStviee Ll o SLGMCG- < Ontology Manager
i "1 Service Ontol
Services peceatas Manager Resone > =
ol = usten [ EventProcessing Forward
Evens 2| Event 4 &5 Agent &

Fig. 4 Architecture of a traceability node
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e Local Services: The services available at the node that can be invoked for
retrieving different kinds of information.

e Entity Manager: Provides functionality for creating and maintaining globally
unique identifiers and also manage the mapping to local identifiers. Note that
this service is a global service and runs in the cloud.

Product Service Orchestration

The Thing component is built on top of the LinkSmart device architecture, which
means that its instances contain functionality for discovery, both of individual
things and publishing the existence of a thing using UPnP. The most important
component related to the Thing is the PSO, which contains XML definitions of
what is to be traced at different stages in the product life cycle. The Thing basically
evaluates the PSO and performs the actions defined in the PSO.

The PSO describes the product life cycle and the relevant information that needs
to be traced for the product. The main concepts in the PSO are as follows:

e Product: The overall product with all parts of the product life cycle.

e Stage: Represents on stage in the product life cycle. For instance, for beef a
stage could be when the cow is living on the farm.

e ThingProperties: Contains information of what information/properties should be
added to the Thing in a certain stage. Typically refers to services defined in the
Service Ontology.

e Life cycle: Contains information of what is to be traced for the Thing during the
stage. Typically, it can contain events that are to be traced as well as service
invocations to be done at a certain interval or when a specific event occurs.

A simple PSO example that demonstrates the service orchestration in the food
traceability scenario is presented in Fig. 5. The product life cycle starts when the
cowBorn event occurs. The Thing will then, using the service ontology, map
basicThingData to local service calls in order to extract basic properties of the
Thing. In this case one could include race, ID, and so on. The livingInFarm stage
parameters indicate that the feed will be most likely traced in future, after the
service selection criteria will be specified. Furthermore, the medication is traced if
the medicationAdministered event is raised. Finally, when the thing exits the stage,
the raisingCondition service will be invoked.

The Thing Manager is the component that interprets the PSO and manages the
actual tracing of properties and events for the thing (cf. Fig. 4). It also provides a
Web service interface that can be invoked for all Things exposing a common
interface toward external parties.

An important part of Thing manager is to maintain the history of the Thing and
also to make the history available for outside parties, including end users—con-
sumers buying a beef in supermarkets and exploring the historical data by means of
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<?xml version="1.8" encoding="utf-8"2>
<product modelRef="EbbitsProductOntology" type="beef">
<startCondition><event type="cowBorn"></event></startCondition>
<stage type="livingInFarm">
<startCondition><event type="cowBorn"></event></startCondition>
<thingProperties»<services»><basicThingData/></services></thingProperties>
<lifeCycle><services>

<feed modelRef="ServiceOntologyID"»<!-- Search criteria for selection service -->
<frequency type="daysInBetween">1</frequency>
</feed>

<medication modelRef="ServiceOntologyID">
<event type="medicationAdministered"/>
</medication>
<raisingCondition modelRef="ServiceOntologyID">
<event type="onStageExit"/>
</raisingCondition>
</services></lifeCycle>
</stage>
<stage type="transport">...¢/stage>
</product>

Fig. 5 Sample PSO settings

<row> « Go back
EL;T§;3913-66-16 23:32:15¢/Time> RihgveISteak 15
<selectedforslaughter> =
<basicthingdata> Product info
<cowid>»116</cowid>
<farmid>81417</farmid> Cut name
<birthdate>2011-10-30T22:00:00Z</birthdate> [BEsiail
<race>LIM</race> Procossing country
<category>6</category> Animal info
<ecological>false</ecological>
<recall»</recall> il
</basicthingdata> e
</selectedforslaughter> T,
</Value> Moat fa parcont
<id>2¢/id>
</row>

Fig. 6 Product history listing and mock-up of related end-user application

dedicated applications. Figure 6 depicts the mock-up user interface of the Product
History application (see also in Fig. 1) presenting the traceable information on beef
quality and various related parameters that were collected during the food pro-
duction and recorded in the history list.

The History service, provided by the Thing manager, can be used to retrieve a
complete history of the Thing. The basic format of the history, presented in the left
part of Fig. 6, is quite simple, XML based, containing row elements that represent
single events in the Thing—i.e., during a product life cycle. The row has a time
stamp, and in the Value field any additional data can be placed. These additional
data are either the event data from the event that triggered the history entry or the
result from service invocations.
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Other important aspect when dealing with the Things is the service discovery of
Things, i.e., the ability to find and interact with known things at a specific place.
Since the Thing is based on the LinkSmart IoTdevice class, the LinkSmart service
discovery mechanism was adapted to the Thing. The service discovery is based on
UPnP announcements.

The Thing UPnP announcements follow the UPnP/DNLA standard: Accordingly,
announcements are given when a Thing is created, moved, and destroyed at regular
intervals for keeping consistency. These announcements are collected by the
ThingBrowser component of the ebbits platform. The ThingBrowser acts as a Thing
catalogue providing services for querying which things are available in the trace-
ability node and also provides the end points to the Things that can be used for
calling individual Things. The ThingBrowser is intended to be used by both ebbits
components and by external components/applications.

Conclusion

The presented ebbits solution of IoT-enabled meat traceability has been imple-
mented in its prototype version, covering all the steps of the food traceability chain
(see Fig. 1). The prototype gathers a real-world data from selected farms in
Denmark; however, the phases of transport and selling to end consumers are
simulated. Experiments accomplished so far have been focused on the interoper-
ability and orchestration of services extracted from connected sensors, devices, and
heterogeneous information resources. Deployment of the solution to a production
environment is planned for the next phase of the ebbits project, where the validation
of pilot applications will drive the final technical development and testing toward an
integrated ebbits platform.

To facilitate an interaction with potential customers, developers, and various
parties of interest, a demo of the meat traceability prototype has been assembled and
regularly disseminated in fairs (CeBIT, Hannover 2012), EU IoT Week (Helsinki
2012; Vilnius 2013), Hackathon (London 2013), and in the IERC cluster. It is
expected that the demonstration efforts will spread the awareness of the IoT-based
food traceability solution, as well as of the ebbits platform itself, which will give the
project valuable feedback for improvements.
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A BCI System Classification Technique
Using Median Filtering and Wavelet
Transform

Muhammad Zeeshan Baig, Yasir Mehmood and Yasar Ayaz

Abstract The brain—computer interface (BCI) system allows us to convert brain
activity into meaningful control signals. This article presents an efficient BCI signal
classification technique that uses median filtering and wavelet transform (WT) to
improve classification performance and reduce computational complexity. In one
preprocessing step, median filtering is carried out in order to attenuate noise, and
WT is used to extract features that are classified by support vector machines (SVM).
The database we use for this purpose is from BCI competition-II 2003 provided by
the “University of Technology, Graz.” We show that using these two techniques in
series, the classification accuracy can be increased up to 90 %. This method is
therefore a very good approach toward designing online BCI and it is not com-
putationally intensive.

Keywords BCI - Median filtering - Wavelet transform - SVM

Introduction

The brain—computer interface (BCI) is a device that allows brain signals to interact
with the environment and to communicate with the machine. The two types of BCI
are invasive in which the electrodes are mounted into the brain skin to extract
signals (require surgery) and noninvasive in which electrodes are mounted on the
surface of the scalp to acquire signals (McFarland and Wolpaw 2008). The BCI
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system is used to help paralysis, quadriplegics, and amyotrophic lateral sclerosis
people to drive computers and machines directly by brain signals rather than by
physical means, and it is equally useful for nondisabled individuals. With advances
in research the BCI system can be applied to the extensive range of areas including
robotics, biomedical technologies, and so on (Daly and Wolpaw 2008).

There are many sources of brain measure activities for BCI which include elec-
troencephalogram (EEG), electrocorticography, functional magnetic resonance imag-
ing, and magnetoencephalography (Andersen et al. 2004). The reliable and mostly
used source of brain activity is EEG to input a BCI system; BCI is preferred because
of the availability of noninvasive EEG electrodes and its high temporal resolution.

Several channel electrodes are available in market that include 14, 64, 128, and
so on that can be used for acquirement of EEG signal. But for controlling of motor
imagery-related BCI, scientists suggest to use the channels C3, C4, and Cz
(Andersen et al. 2004). The main step after signal acquisition is to extract dominant
features. The most widely used features are mean, variance, short-time Fourier
transforms, standard deviation, recursive energy efficiency, wavelet transform
(WT), and Hjorth parameters. Once the features are extracted, the next big hurdle is
to classify these features efficiently with maximum accuracy in order to make an
online BCI. The features vectors dimension can be reduced by applying principal
component analysis or independent component analysis.

The BCI performance is measured by its classification accuracy. In order to
make online classification, the classifiers must be quick enough to do real-time
classification of the EEG signals. Mostly used classifier are k-nearest neighbor
(KNN), support vector machine (SVM), and so on. The main objective of this
writing is to show a new technique, i.e., median filtering, before extracting features
to remove noise and applying WT to extract features. Both the median filtering and
the WTs are very popular in designing a BCI, but there is no literature that found
improvement in results after combining the above-mentioned techniques.

Related Work

Median Filtering

The mostly used nonlinear filtering method is median filtering, which efficiently
degrades the interference pulse while maintaining the original characteristic of the
signals. That is why it is widely used as a preprocessing technique. The length of
the filtering window is describe as n where signal length is N. The output of the
filter is given by the function:

B ak+1n:2k+1(0dd)
med(az) = { [ax +2akA]] n—= Zk(even) (1)
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Here a; is the k-th maximum observed data and a;,a;, as. . .a; are the observed
data. Consider an example in which data set contains 7 samples, i.e., {2, 3.5, 1, 3,
1.5, 4, 2.5}, then the output of the median filter is 2.5. The signal will remain as it is
if the pulse has a length of & + 1 or greater, else it will be degraded from the
sequence. It is the highlighting characteristic of the median filter that it eliminates
the pulse noise, and local details remain intact. After this technique, the resulting
signal is then provided to the feature extraction block, where the WT is applied to
the signals to extract features.

Wavelet Transform

The inability to tackle nonstationary signals is the main reason not to use the
Fourier transform, as they neglect the small changes in high-frequency components
(Mu et al. 2009). On the other hand, WT has the capability to distinguish spatial
domain features of a signal from temporal features, so the WT way of feature
extraction from low-frequency signals is very effective. The EEG signals from two
of the three channels that are C3, C4 decomposed through a biorthogonal WT rather
than Daubechies WT used in Bhattacharyya et al. (2010) to acquire the frequency
bands of the EEG signals. The wavelet function () € L?(R) has zero mean

[ wnde =0

The mother wavelet is given by:

-
1) =—F
lpx,u( ) \/E ( Ky )u,seR,u > 07

where u is the scattering parameter, s is the scaling parameter, and R defines the
wavelet space. In this study, biorthogonal 6.8 (bior 6.8) mother WT is used. Table 1
shows the frequency band extracted after WT.

The wavelet and scaling function of bior 6.8 is shown in Figs.1 and 2.

Support Vector Machines

In supervised learning techniques, SVMs are very popular for classification.
The SVM is generalized as linear classifiers, so it can be directly applied to both the

Table 1 Frequency band of  pgjta 0-4 Hz
EEG signals
Theta 4-8 Hz
Alpha 8-13 Hz

Beta 13-30 Hz
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Fig. 1 Decomposition
scaling function ¢

Fig. 2 Decomposition 14}
wavelet function s &l

untransformed and the nonlinear transformed feature sets of the original variables
(Jakkula 2006). The SVM makes a maximal dividing hyper plane with a maximum
threshold among the groups by increasing the dimensionality of feature space as
shown in Fig. 3.

Consider a training set X defined as {x; i = 1, 2,...., n} belonging to one of the
two w; and w, with corresponding labels y; = =1. The function y(x) = o’x + wg is
known to be the discriminant function, where @ is the weight of the coefficient
vector and @, defines the threshold. The classifying rule is:

a)Tx—l—a)o >0=x€cw;; yi=-+1

o'x+wy<0=xe Wy yi=—1
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Fig. 3 An example of SVM X, 4

A margin b (b > 0) is introduced so that the solution becomes:
yi(wT-x+ (,O()) Z ba

where the points whose distance is greater than b form the dividing hyper plane. If
b =1, the canonical hyper planes (H1 and H2) are given by:
H: wa—i—wO = +1

Hy: o'x+wy=—1
Thus we have,

o x4+ wy > +1; for y;= +1

o x+wy> — 1; for y;=—1.

Proposed Methodology for Identification

The cycle from input to output is divided into four main groups:

(a) signal acquisition,

(b) preprocessing,

(c) feature Extraction, and
(d) classification.

The detail of each process is as follows:
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Signal Acquisition

The data set was gained from BCI Competition 2003 that is named Graz data. The
data set was collected from a usual subject during a reaction sitting, where the
subject was comforting on a chair with supports to its arms. The goal is to move a
block by giving EEG signals to the BCI consisting of left and right movement. The
electrodes are placed on the scalp as on the location shown in Fig. 4.

The database contains 280 trails, each 9 s contains data of three electrodes Cz,
C4, and C3 in which 140 correspond to training set and 140 correspond to testing
signals. The experimental stimulus is shown in Fig. 5 in which a visual clue has
been generated for 9 s consisting of a box and the subject having to move the box
by generating EEG signals corresponding to left- and right-hand movement. The
sampling rate is 128 Hz. The brain signals are of low frequency that is in the range
of 0.3-40 Hz. Therefore, 0.5-30 Hz band is extracted through a band-pass filter
(Wang and Makeig 2009).

Fig. 4 Electrode placement based on the experiment

L+

\\J A -_
)f > M
T
2

_|_
I

e

-~ N

L i
L | 1 I 1 T 1 e
3
]
I

Time(s)
4 S -] 7 8 -]

FEEDBACK PERIOD WITH CUE

TRIGCHF K PEEP

Fig. 5 Visual stimuli along with timing scheme
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Preprocessing

In order to remove pulse noise, a median filter is applied with a window size of
50 and length with a single trail of 769. The median filter is regulated with zero
mean and unity variance. The results of the median filter are shown in Fig. 6.

Feature Extraction

Feature vectors are extracted from the predefined channels C3 and C4 (Xu et al.
2009). The feature vectors are based on WT of the selected and used EEG channels.
Figure 7 shows the WT coefficients that were used as a feature set.
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Fig. 7 Feature vector based on WT of the selected EEG channels

Classification

The classifier used for feature classification is SVM-implemented in MATLAB
using SVMCLASSIFY. A total of 140 trials are used for training of SVM, and the
other 140 are used for the testing of the classification results.

Performance Analysis

The features’ vectors were provided to the classification algorithm mention earlier
using MATLAB. The classification results presented in Bhattacharyya et al. (2011)
are shown in Table 2. The results were compared to old techniques that used the
LDA, QDA, kNN, and SVM and WT classifiers to extract the features with the
discussed median filter-based technique.

Table 2 shows that SVM does quiet well on the data set, and SVM gives
maximum classification results of 88.57 %. The performance accuracy has been
increased by simply applying a suitable preprocessing technique, and in the results
mentioned earlier, SVM displays a noteworthy rise in the classification results from
81.42 to 88.57 %.

Table 2 Results of classification

No. | Classification Accuracy (old techniques) | Accuracy(presented
algorithms % technique) %

1 LDA 80.30 -

2 QDA 80.50 -

3 KNN 77.50 N

4 SVM (linear) 81.42 88.57
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Conclusion

In this article, we have presented an efficient approach to classify motor imagery
EEG signals with supervised learning algorithm by applying a suitable prepro-
cessing technique, i.e., median filtering to remove pulse noise and extracting features
that found to be the best features for classification. The features are the coefficients of
Bior 6.8 WT. A comprehensive analysis has been presented. It can be concluded that
the presented technique gave the highest classification efficiency when compared to
other algorithms presented in Bhattacharyya et al. (2011) and Khasnobish et al.
(2010), which is also authenticated in many writings (Ince et al. 2009). The results
show that the classification accuracy has been increased from 80 to 88 %. The
combined approach presented here is relatively new, robust, and adaptive when
compared to other techniques, so in order to drive EEG-sourced BCI devices (mobile
robot), this approach requires less computation and gives maximum efficiency. Our
future plan is to design a system that has the ability to classify EEG signals of motor
imagery online and is able to control a mobile robot in a real environment.
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Abstract The research initiative “Industrie 4.0” (14.0) of the high-tech strategy
announced by the German government targets the deployment of a cyber-physical
system (CPS) in production and logistics. Such CPS-based environments are
characterized by an increasing number of heterogeneous intelligent autonomous
and communicating artifacts tightly integrated with humans. Thus, the human’s role
will become a composite factor (“man-in-the-mesh”) for this future CPS environ-
ment, playing more than just a simple role inside the control loop. This paper
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investigates the need of a robust communication between CPS and humans, which
includes a clear semantic of the exchanged information. For this purpose, a
mediation service and corresponding language are presented. Finally, further
research activities are presented.

Keywords Interoperability of CPS - Human—machine interaction - Heterogeneous
communication standards

Introduction

Current megatrends such as globalization, dynamism of product life cycles, and
penetration of new technologies are requiring companies to be more agile and
flexible. For example, an automotive manufacturer has to fabricate a wide range of
product variants (e.g., mass customization) in a shorter development time, in order
to react quickly to the client’s or market’s demands. To reach this flexibility in
production and logistics, modular-designed production systems are required, which
should be capable of interacting with similar networked components. The devel-
opment of such future production systems is supported by the research initiative
“Industrie 4.0'” (14.0) within the high-tech strategy of the German government. The
goal of this initiative is to develop and implement a cyber-physical system (CPS) in
production and logistics (Veigt et al. 2013). A structure of a CPS is presented in
Broy (2010).

A CPS poses clear-cut characteristics that differentiate it from the more con-
ventional systems (e.g., embedded system), such as (Rajkumar 2007; Lee 2008)
integral, sociable, local, irreversible, adaptive, autonomous, and highly automated.
Due to the fast-evolving “intelligence” of the automated systems, the standard view
of CPSs is to emphasize the integration of physical and computational elements,
neglecting the essential human’s role (Chituc and Restivo 2009) in solving many of
the CPS’s undecidable problems (NIST 2013). Therefore, in Zamfirescu et al.
(2013), an anthropocentric CPS (ACPS) was defined as a reference model for factory
automation that integrates the physical component, the computational/cyber com-
ponent and the human component to cope with this complexity. The key charac-
teristic of an ACPS reference model is its unified integrality, which cannot be further
decomposed into smaller engineering artifacts without losing its functionality.

This paper presents an approach for the communication between the heterogeneous
intelligent artifacts and the humans, which together build the most general CPS-based
environment. In the next section, the key elements of the anthropocentric cyber-
physical reference architecture (ACPA4SF) are summarized. In section “Prevailing
Communication Content in Production”, the basics for a prevailing communication are

'More details: http://www.hightech-strategie.de/de/59.php.
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described. Furthermore, in section “Approach”, a semantic virtual data integration is
presented as an interaction approach between the ACPS types. Finally, the impact of
such kind of communication process is given. The proposed semantic data integration
approach adapts earlier work in Hribernik et al. (2010).

Anthropocentric Cyber-Physical Reference Architecture

As mentioned previously, the ACPA4SF represents an abstract reference model
(i.e., meta-model) of the CPS-based environment (e.g., Smart Factory) for factory
automation. The ACPA4SF is defined as a composition of four ACPS types:
(1) The ACPS Production System—includes the production resources available in
the factory (i.e., machines, transportation, and storage); (2) The ACPS Product
Design system—includes all the necessary production knowledge to manufacture a
product (i.e., manufacturing operations workflow for a product type); (3) The ACPS
Planning and Control system—includes the orders from the customers in terms of
product instances; and (4) The ACPS Infrastructure—includes the contextual data
and control elements required by the previous ACPS types to operate in a real
environment (e.g., buildings, rooms, technological infrastructure).

Among the ACPS types, there is a continuous interactions flow for exchanging
the relevant knowledge (Fig. 1). For example, the ACPS Planning and Control
system that reflects a product instance (i.e. intelligent product) has to manage its
itinerary through the factory by negotiating with other ACPS types to get produced
(it embeds instantiations from the other types). Consequently, it needs to know from
the ACPS Product Design how to manufacture the product instance (“product
manufacturing knowledge”), from the ACPS Production System where and when to
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Fig. 1 The interaction among the ACPS types inside ACPA4SF (Zamfirescu et al. 2013)
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execute the processing operations (“process execution knowledge”), and from the
ACPS Infrastructure if the identified processing resources are reachable at rea-
sonable costs (“context execution knowledge”). Similarly, the ACPS Product
Design needs to know, from the ACPS Production System, what are the possible
manufacturing operations available in the plant (“resource-specific product manu-
facturing knowledge”) and from the ACPS Infrastructure in what context their
availability is valid (“context-specific product manufacturing knowledge”). Note
that all these knowledge and negotiation activities are happening in a
three-dimensional space (i.e., physical, computational and human). Consequently,
they should not be considered as complete automated activities, significant parts
being realized via social or physical communication channels. Therefore, the ser-
vices represented in Fig. 1 are aggregated services that comprise all possible ser-
vices provided by an ACPS type.

From the engineering stance, the knowledge exchange among the ACPS types
require the use of shared ontologies for a coherent interpretation of the messages,
either among humans or among systems.

Prevailing Communication Content in Production

There are different types of “embodied” actors in a production, which cover all
steps of a production process. All these actors together can be classified into two
types, namely, machines and humans. The category machine includes classical
producing machines, transport systems, and in future the range from intelligent
objects over embedded systems to CPS. On the other side, the category human
includes employees with different specializations and tasks. A communication
operation can occur between all mentioned actors in any sequence. A simplified
bidirectional example is given in Fig. 2.

Upper
Level
—_—————— — (General)

7 ACPS; N Ontology
b

1
Core

Legend:
Indirect or mediated communication
Direct communication

Fig. 2 Example of a communication between ACPS
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As illustrated in Fig. 2, a very simplified communication operation may include
both types of actors (i.e. machines and humans). The impact of CPS in the com-
munication of future factories is motivated in Franke et al. (2013). The integration
of CPS results in a higher amount of systems and in corresponding higher number
of communication operations. It will increase not only the communication links
between similar components but will also extend it across social, physical, and
cyber boundaries. Consequently, an information request will be received by more
than one type of actor. This trend will result in the need of an interoperable
communication process.

All the possible communication operations from Fig. 2 have the final objective
to exchange relevant information from the intentional stance. The main difference
between data and information is the fact that “...data is raw numbers and facts,
information is processed data and knowledge is authenticated information ...”
(Vance 1997). Vance mentioned that information is the result of processing data.
During the processing, the data will be interpreted. The interpretation process
includes, for both machines and humans, the same task. To illustrate the interpre-
tation challenges, an example of a data snippet is given in a specific data format as
follows:

UNA:+.?
‘UNB+UNOC:3+Senderkennung+Empfaengerkennung+060620:093 1+1++1234567°

The snippet represents the sender and the recipient information of an order
process. To interpret this snippet, an interpretation process needs, as minimal input,
the knowledge that it is represented in the data format EDIFACT.? With this
knowledge, the data can be transformed into information. A human would represent
the same information for a communication operation not in a data format but in his
native language, which can be interpreted easily by another human.

Up to now, the number of data formats, natural languages, and dialects is high
and results in an interpretation challenge in communication processes.

Apart from the knowledge over the representation form of data, the interpretation
of natural language and a data format requires additional information, which con-
tains, e.g., the semantic description. In the natural language, this information is
included in a terminology. The following figure demonstrates an example why a
terminology is required to enable a unique information transfer between two
stakeholders.

Figure 3 shows three semantic regions. Each semantic region could represent, in
a real-world example, a terminology or an interpretation method of software. In all
regions, the element “brake” is contained. In the upper left and lower left region,
this element represents a part of a machine. In the semantic region, which is
displayed upper right, the element “brake” represents not a part of a machine but
plants near the ground. If a stakeholder (machine or human) uses the semantic of
the left semantic region and another stakeholder use the right semantic region, the

>More details: http://www.crossinx.de/docs/crossinx/crossinx_standard_edifact.pdf.
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Fig. 3 Example for
communication including

different semantic Motorra&%E_B_r_g_nlgg_:

------ Concept is part of terminology

<« » Same semantic meaning

<€ » Different semantic meaning

discussion over “Brake” receives a wrong but interesting meaning. Furthermore, a
conversation over different concepts of terminologies includes the following
restrictions, whereby the set Concepts contains elements of type Concept, the
function Syntax(Concept c) returns the syntax of the input concept in an abstract
form, and the function Semantic(Concept c) returns the semantic of the input
concept in an abstract form.

3 (Concepts {kq.ky,} € Terminology T;) € Terminology T,

3 (Concepts {m|, m,} € T,) ¢ T,

J((Syntax (ki) = Syntax(m;)) => — (Semantic(k;) = Semantic(m;)))
I((Semantic (k;) = Semantic(my;)) => — (Syntax(k;) = Syntax(m;)))

To handle a communication operation between two different types of actors,
additional technical background facts are necessary like the chosen transport
medium (oral speech, communication protocol, etc.). The amount of information
required to establish a communication operation will be referred as context in this
paper. In the application field of human to machine, Dey described the context as
“...Context is any information that can be used to characterize the situation of an
entity” (Dey 2001). An entity is a person, place, or object that is considered relevant
to the interaction between the user and the application, including the user and the
applications themselves...”. This general definition will be specialized by each
application domain. In the application of CPS in production and logistics, the
context definition is specialized into four dimensions: (i) economics situation,
(i1) geographic position, (iii) administrative scenario, and (iv) culture (Frazzon et al.
2013).

The establishment of a communication process between a set of partners requires
that each partner has the context information of the other ones. Furthermore, each
partner must have the competency to handle the representation form and the
interpretation method, which is called in the context information of each partner.
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Consequently, this implies that each additional unknown partner needs to imple-
ment all representation forms and interpretation methods to get a complete
understanding of the conversation and the communication with the other partners.
The mentioned effects cause a high computational and communication effort and
decreases the flexibility so much that it is no longer feasible in a dynamical 14.0
environment. Furthermore, a blue-collar worker cannot interpret n data represen-
tation forms with his skills during his normal work. Apart of the feasibilities of the
communication partners, there is an unresolved communication problem in a
heterogeneous communication operation. As it was mentioned earlier, the infor-
mation transfer between terminologies/data formats has some restrictions. To
consider these restrictions, a mediation instance is necessary (Fig. 2). The tasks of
such an instance would be, e.g., to detect interpretation failures, to resolve the
interpretation failures, or to communicate the open issue to the corresponding
communication partners. In addition, a mediation service must be considering all
common data integration conflicts (Wache 2002; Cheng 1997).

In summary, a communication operation between heterogeneous actors requires
the knowledge over the contexts and the feasibility to apply it. In case of a human
actor, the interpretation feasibilities are limited. To handle this circumstance, the
number of different contexts has to be limited.

Approach

To achieve robust communication a virtual data integration approach is applicable.
The main task of a virtual data integration approach is to receive an information
request and resolve it against the dissimilar actors.

The actor who requests information is not informed about which actors have the
information. This is due to the fact that the requestor gets only the result of his
demand from a virtual data integration solution. The benefit of such a kind of
approach is that each actor must not be aware of the context of the other ones. An
information request and a corresponding result have to be modeled in such a way
that the human and the system can interpret it easily. The modeling scope contains
the representation form and a query language. The representation form must be
satisfying the following requirements for the application in a CPS-based
environment:

e Each kind of relevant information of an actor can be modeled.
e Each kind of a dependency between information can be modeled.
e The representation form is common and is applied widely.

Nowadays, relational and object-oriented databases are common data sources in
current production and logistic systems. Therefore, the structural information of a
database such as hierarchical structures, aggregation, or composition has to be
representable in the collaborative used data model. On the other hand, the natural
language and terminology require logical operators to model comparative operators
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such as “equal”, “same,” and its negative forms. The representation of such oper-
ators requires at least description logic, which can also represent the structure of a
relational and object-oriented database. One well-known and standardized
description of logics is done using ontologies. Ontology represents its knowledge in
triple. Each triple is similar to a natural language and consists of a Subject,
Predicate, and Object. The triple < Clown, hair color, red > defines that the Subject:
Clown is connected over the Predicate: hair color with the Object: red. This kind of
representation form is interpretable for both humans and systems. The usage of
ontology as the common collaborative data model satisfies the three requirements
mentioned earlier.

The authors choose to use OWL? as a concrete Ontology language. Additionally,
we used the standardized RDF/XML* to save ontology.

Apart from the representation form, the authors have decided to use a query
language for requesting information. As a baseline for this purpose SPARQL’ was
used. SPARQL offers users a query language, which is based on the triple approach
mentioned earlier. In SPARQL, a variable is defined, which describes the type of
information one wants to request. After that, the variable at each position in a triple
can be inserted. The free position choice offers the opportunity to request the
Subject, Predicate, and Object. In conclusion, SPARQL offers an easy query lan-
guage, which can be used to request information from an ontology-based infor-
mation model of an actor. For this purpose, an actor has to transform not his
complete data source but only the requested information into RDF/XML. This
transformation approach was applied successfully more than once using the
Semantic Mediator (Hribernik et al. 2010). Up to now, the Semantic Mediator can
transform information from the following data sources into ontology: MySQL
databases, CSV files, Excel sheets, EDIFACT EANCON.

Example

The following example shows how information can both be represented and
queried.

In Fig. 4, a screen capture of ontology is given. This outtake describes the fact
that a Machine has parameters for its name, tool, starttimestamp, and an end-
timestamp. If a user wants to request the selected information (see Fig. 4), he has to
generate an SPARQL query. This query consists of two variables, which reflect the
two requested information (fool and name), whereby the syntax of a variable always
starts with the character “?”. In this example, all requested information take the role
of the Object in the triple representation. For example, the value of a machine name,

*More details: http:/www.w3.org/TR/owl-features/.
“More details: http://www.w3.org/TR/REC-rdf-syntax/.
SMore details: http://www.w3.org/TR/rdf-sparql-query/.
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Fig. 4 Example of an ontology

which results in the triple, was requested <Machine, name, 7C> where ?C repre-
sents the values of the name. The complete SPARQL query is:

select ?B ?C where {?A a <Machine> . ?A <tool> ?B. ?A <name> ?C.}

As the result, the stakeholder who requested the information gets the result as an
ontology or as a table.

In summary, this example shows two proceedings how information can be
represented as an ontology and how the information can be requested.

Conclusion

In this paper, we have sketched fundamental concepts constituting the foundation
for a robust information exchange between humans and systems, specifically CPS.
It reveals the need of human intervention whenever the semantic gap between the
core ontologies, used in different CPSs, require mediation for interoperability
purpose among machines or blue-collar workers. This foundation motivates the
humans’ role in future CPS-based environments, which includes the collaborative
work of humans and CPS on the same operational level. This is in line with ACPS
reference model described in section “Anthropocentric Cyber-Physical Reference
Architecture”.

For this purpose, the authors proposed a virtual data integration approach as
foundation for robust information exchange. This belongs to an
ACPS-Infrastructure type in terms of ACPA4SF. The proposed virtual data inte-
gration approach uses ontology for data representation and SPARQL as query
language to enable a unique information exchange between actors. Using these two
methods, the increasing numbers of heterogeneous data formats and natural lan-
guages do not pose a problem any longer because each actor maps his data
format/mental model into the specific (core) ontology. To shed more light on the
significance and usefulness of the approach, further topics must be studied:

1. Case studies, which demonstrate the learnability of the SPARQL query lan-
guage by humans.

2. Case studies, which identify relevant operating cycles in which a CPS and a
human work on the same operational level. For these operating cycles, the
relevant information and corresponding information flows have to be identified.
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The Influential Factors for Application
of the Electric Commercial Vehicle
in the Urban Freight Transport

Molin Wang and Klaus-Dieter Thoben

Abstract With deteriorating environment and insufficient energy resource, the
electric vehicle has become a solution to reduce the emissions and save the fossil
energy. Many automakers begin to develop and research electric vehicles. Most
governments support policies to promote the development of electric vehicles.
However, the application of the electric vehicle is still in the initial stage (test and
demonstration), especially for the electric commercial vehicle (ECV), which carries
goods with battery systems. The objective of this paper is to describe an idea, how
to apply the ECV in the urban freight transport with analyzing the influential factor.

Keywords Electric commercial vehicle - Urban freight transport - Influential factors

Introduction

With increasing global population, the demand of vehicles will be stronger in the
next 50 years (Chan 2003). Fossil fuels as the primary fuel for the traditional
transportation market are nonrenewable. They release the greenhouse gas
(GHG) such as CO, and the other harmful emissions such as the particulate matter
2.5. Based on the statistics, the energy dependency rate of the EU-28 has increased
to 52.8 % in 2011 (Euro Union 2013). Moreover, according to the forecasting, the
global GHG emissions will increase by 90 % in 2030 without additional policies
(Mattila and Antikainen 2011). In order to realize the sustainable transport,
increasing environmentally friendly solutions are implemented. Electric vehicles as
one of the solution are attracting increasingly global attention. Electricity is
becoming the critical propulsion, instead of fuel-driven vehicles. The types of the
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electric vehicle include the Battery Electric Vehicle, the Plug-in Hybrid Electric
Vehicle, the Range Extended Electric Vehicle, and the Fuel Cell Vehicle. The first
two types are popular in most governments and automobile manufacturers.

The development of the electric vehicles has experienced three stages. From
1834 to the end of the nineteenth century, electric vehicles accounted for more than
one-third of the total number of vehicles produced. At the beginning of the 1970s
and the last several years, because of the resource shortage and the air pollution,
electric power train became a research focus twice (Kley et al. 2011). Based on the
German National Platform for Electric Mobility report (2012), there are more than
4500 electric vehicles on the road. However, the application of the electric vehicle
is still in the initial stage, especially for the electric commercial vehicle (ECV).
There are many logistic companies looking for a cooperation with the automobile
manufacturers to provide a platform to apply the ECV in the real life, such as the
United Parcel Service (UPS) and DHL Express.

Based on the UPS Corporate Sustainability Report (2012), UPS had 2688
alternative fuel and advanced technology vehicles in 10 countries under actual
operating conditions and logged more than 295 million miles since 2000. At the
beginning of 2013, UPS announced to deploy 100 fully ECVs and will reduce
approximately 126,000 gallons per years (Dickey 2013). In 2011, DHL tested 12
new Renault electric vehicles for combined deliveries in Rhine-Ruhr area (Miischen
2011). In 2013, they deployed 79 electric vehicles in Bonn and surrounding area,
and by 2016 the pilot region will demonstrate 141 electric vehicles on the road, then
resulting in decreased CO, emissions of over 500 tons per year (Miischen 2013).

In spite of this, most logistics companies still apply the conventional vehicle to
be the primary transportation because of many factors, such as the costs and the
limitation of battery technology. The objective of this paper is to describe an idea,
how to apply the ECV in the urban freight transport with analyzing the influence
factors.

Motivation

Logistics freight transportation modes include truck, rail, water, air, and pipeline.
They serve a distinct share of the freight transportation market. Truck and air modes
are typically used for higher value, lower weight, and more time-sensitive freight.
According to the statistics, in 2007, trucks moved about 72 % of all freight tonnage
and released 20 % of total GHG emission in the United States (Brogan et al. 2013).
In Germany, the road freight transport accounted for 66 % of inland freight
transport, and the total emissions from the transport sector is the highest one, which
accounted for 17 % of the total EU in 2011 (Euro Union 2013). Therefore, applying
the ECV is a solution to change the status. Moreover, compared with the passenger
cars, the ECV is easier to monitor and manage because of the fixed route, effective
GPS, and satellite communication.
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Nowadays, long charging times, short driving range, and high initial investments
have become the dominant obstacles for the development of the electric vehicle.
However, compared with the successful conventional automobile market, the above
mentioned factors are not sufficient to explain why it is hard to apply the electric
vehicle into the market. Therefore, it is necessary to analyze the successful con-
ventional automobile market and urban freight transport, then find a way to solve
the application problem of the electric vehicle.

Research Objective

The objective of my research is to find a set of influential factors, and explainwhy
and how the influential factors affect the application of the ECV in the urban freight
transport. The objective of this paper is to propose the above idea and describe the
motivation, the research problem and the research methodology in detail. The
research will develop a simulation model to describe the internal relationship
between the ECV and the urban freight transport and simulate with samples to know
the interaction of influential factors. The successful conventional automobile market
and its requirements are the reference for the model.

Research Problem

There are three modes to classify the vehicles. Firstly, based on the different power
train, the type of the automobile is divided into the conventional vehicle powered by
engines and the electric vehicle powered by batteries. Secondly, based on the dif-
ferent fuels (gasoline, diesel, electricity, and hydrogen), the vehicles are further
classified. Thirdly, according to the EU standard, vehicles are divided into passenger
cars (seats < 9), light commercial vehicles (weight < 3.5 t), and large goods
vehicles (3.5 t < weight < 12 t, or weight > 12 t). The research tries to understand
the complexity of the conventional and electric vehicles and find the influential
factors, such as the time horizon, the initial costs, the velocity, and the GHG
emissions to be used in the simulation model. Finally, based on the simulation, the
factors will be evaluated and a solution will be derived to solve the application
problem.

Research Methodology

The research method will include the literature review, survey, and simulation. The
first part will focus on collecting and summarizing the influential factors from the
previous literatures and then classify them into different domains, such as mechanical,
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environmental, chemical, and economic. Secondly, the survey will investigate and
evaluate the influential factor by a questionnaire; then the research will develop a
simulation model and evaluate the interaction of different influential factors. Finally,
the research will summarize the best scenario and make some suggestions to the
logistics companies.
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Modeling the Impact of Drivers’ Behavior
on Energy Efficiency of Medium Duty
Electric Vehicles

Tessa T. Taefi

Abstract Freight electric vehicles (EVs) over 3.5 tons are of particular interest to
the reduce air pollutants in the urban freight transport sector. However, one main
reason why freight transport companies refrain from deploying freight EVs are their
higher costs, compared to conventional vehicles. But despite their lower operational
costs, the high purchase price of medium duty EVs—which are predominantly used
in urban freight transport—renders them uncompetitive, compared to conventional
vehicles. One possibility to raise the competitiveness of freight EVs is to increase
their range by improving the drivers’ behavior. This is an important leverage, since
first tests with passenger EVs indicate that the drivers’ behavior can influence the
vehicles range with up to 30 %. Although sufficient literature about eco-drive
strategies for conventional freight vehicles exists, these strategies cannot be directly
transferred to freight EVs, due to technological differences, such as recuperation.
The research of specific strategies for freight EVs has received little attention so far.
Thus the objective of this research proposal is to measure, analyze and model the
dependency of medium duty freight EVs energy consumption on the drivers’
behavior, by utilizing real world test data.

Keywords Electric vehicles - Urban freight transport - Drivers behavior - Real
world - Energy consuption - Eco-driving - Profitability
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Introduction

Electric vehicles (EVs) are of particular interest to reduce air pollutants in the urban
freight transport segment. About three-quarters of the freight is transported in the
near area below 50 km in Germany (Miiller et al. 2006), predominantly with vehicles
over 3.5 tons (Wermuth 2012). In urban traffic, these vehicles are the main con-
tributor to nitrogen dioxide and particulate matter (Miiller et al. 2006). In contrast,
EVs are highly energy efficient in urban traffic and technically suitable for many
transport applications (Taefi et al. 2014a). Despite the potential to utilize EVs in
urban freight transport applications, EVs accounted for only 0.09 % of the com-
mercial vehicle population in Germany (Kraftfahrt-Bundesamt 2013). One main
obstacle to the market ramp-up is the high investment, since profitability is consid-
ered the most important factor by the companies (Fraunhofer 2011; Dataforce 2011).

Motivation

To increase the utilization of EVs in urban freight transport, EVs need to become
more profitable to companies. One possibility to reduce the total costs of ownership
of EVs is to increase the daily kilometrage, since the operational costs of EVs per
kilometer are lower and can outweigh the higher purchase price of EVs, compared
to vehicles with internal combustion engine. Among the ambient temperature,
topography, carried cargo, and electrical consumers, improving the drivers’
behavior is a main leverage to increase the range (comp. Fig. 1). Bingham et al.
(2012) state in a study on a light electric passenger vehicles, that the gap between
good and bad driving styles results in up to 30 % difference in energy consumption
and thus range. For heavy electric trucks of 7.5 tons, own interviews revealed that
users estimated a similar potential from practical tests. For conventional trucks,
literature is available on “eco-driving” strategies. In practical applications, drivers
of medium duty electric vehicles are taught general eco-driving strategies, although

Range
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Fig. 1 Factors influencing the range of an electric vehicle
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the technology differs (i.e., with regard to recuperation and gear shifting). Thus,
there is an uncertainty about the strategies to attain an energy-efficient drive style
for medium duty electric trucks, and whether drivers need to follow the same
strategies for empty and fully loaded EVs. This makes the drivers behavior an
important factor to influence the range. As modern medium duty electric vehicles
only have entered the market recently, the influence of drivers’ behavior on their
range has not been described and analyzed in scientific literature yet.

Research Problem

In the PhD research project, factors that influence the drivers’ behavior on medium
duty EVs shall be examined. A vehicle of 7.5 tons is chosen for a first evaluation, as
it represents a medium dutyl vehicle used often for commercial urban freight
transport in Europe today (Taefi et al. 2014b). To eliminate the influence of other
factors affecting the range-as described earlier-the data will be recorded with a
telemetry system on a predefined real-life test track. The following questions will be
answered:

e What difference on the energy consumption can be measured between different
drive styles on a 7.5 tons medium duty electric vehicle?
Which factors of the driving style influence the range to what extent?
Are the effects the same for an empty and fully loaded vehicle?

Research Objective

The goal of this research is to find out how the driver with his driving style can
affect the range of a medium duty electric vehicle and what factor he could be
trained on, in order to improve the range. When being able to reach a higher
kilometer range, a freight EV could be deployed on more or longer tours on one
battery charge. Thus, its profitability would be increased, leading to more com-
mercial EVs in urban freight transport tasks, which would be beneficial under
environmental aspects.

Expected Results/Generated Knowledge

Research on electric passenger cars revealed that “the variance of acceleration can
provide a performance indicator for ‘good driving behavior’ in order to maximize
energy utilization” (Bingham et al. 2012). It is expected that the tests on empty
medium duty EVs will confirm this finding. However, it is also expected that the
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drivers’ behavior on average changes to a more dynamic drive style, once the
vehicle is fully loaded and reacts slower to drivers acceleration and deceleration
operations. Therefore, the dependency of the drivers’ behavior of the carried cargo
for medium duty EVs is to be analyzed in this research project.

Results will fill a gap in scientific literature. The influence of drivers’ behavior
on heavy commercial vehicles with internal combustion engines has been subject to
research, as well as first studies on electrical passenger cars exist. To the authors’
best knowledge, the influence of the driving style on the energy consumption of
medium duty EVs has not been researched so far. This fact will be validated
through a systematic literature review at the beginning of the study.

Apart from filling a scientific gap, the research project has significance for
logistic companies. The resulting algorithm could be integrated in on-board
telemetry systems for analytic prediction of the expected range. Ex-post analyses
can reveal training needs of EV drivers. The potential range increase of 30 % could
lead to a more profitable deployment of EVs in urban freight transport and thus to
more commercial EVs and less emissions.

Research Methodology

In the study, a large amount of quantitative telemetry data from the vehicles will be
statistically evaluated. Twenty drivers will drive twice (with cargoload and empty),
resulting in 40 sets of data . The sampling frequency of the telemetry system will
be one set of parameters per second. In order to detect and explain the impact of
different parameters on the energy use of the vehicle, a regression analysis will be
performed. The data will be collected cross-sectional on public urban roads and
evaluated by a regression analysis. The aim is to design an algorithm to describe the
causal relation between the parameters and the energy usage.

In order to eliminate the influence of other factors than the driving style
according to Fig. 1, the following factors will be defined as boundaries of the study:

e Cargo: The tests are completed with two defined cargo situations, empty and
fully loaded.

e Ambient temperature: The ambient temperature shall be recorded at the
beginning of each round and be as homogenous throughout the test as possible.

e Topography: Due to the defined track, the topography will be similar each
round.

¢ Electric consumers: Radio, heating, headlights, and ventilation will be defined.

e Traffic: To reduce the impact of congestion and other vehicles, the test shall
ensure comparable traffic velocity, i.e., through testing in early morning or late
evening.

e Drivers experience: To reach homogenous results, the experience of drivers
with driving electrical trucks should be homogeneous or has to be rated on a
scale which needs to be defined.
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Links to Other Disciplines

Answering the research question requires the integration of methods and back-
ground knowledge of several disciplines.

Advantages and challenges of electric urban freight transport are to be evaluated
according to a logistics and traffic planning angle. Profitability and TCO calcula-
tions are evaluations of the economic field. The large amount of telemetry data
generated will be organized by methods of computer sciences and analyzed with
statistical approaches. To understand recuperation the energy flow into and from the
battery and its effect on the range, background knowledge of electrical engineering
is needed. Understanding drivers’ motivation to choose a particular drive style and
the suggestion of measures for driver training touches the field of psychology or
behavioral studies.
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Green Bullwhip Effect Cost Simulation
in Distribution Networks
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Roberto Montemanni and Luca Maria Gambardella

Abstract Sustainability is a modern day requirement toward global supply chains
and also in most cases an efficiency challenge for logistic companies.
Complementary objectives in decreasing carbon footprint and costs of transports are
assumed or claimed, e.g., for an increase in load factors, reduction in transport
intervals, and other green transport approaches in scheduling and tour planning.
And also conflicting objectives can be identified with a decrease in flexibility due to
lower transport intervals and higher load factors, as this research approach shows
with a meta-heuristic approach for delivery transports under uncertainty of demand
conditions. This uncertainty regarding increasing cost of necessary changes in
transport planning due to probabilistic demand changes can be seen as excess
flexibility costs. These can lead to increased security stock levels based on bullwhip
behavior of logistics deciders, creating an additional green bullwhip effect for
supposed sustainable supply chains. Therefore, the overall business and sustain-
ability improvement in measures such as, e.g., reduced delivery intervals are to be
evaluated taking this new perspective into account.
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Introduction

Supply chain adverse order and stock-level effects named “Forrester Effect”—
respectively “Bullwhip Effect”—have been described since more than 50 years
(Forrester 1961; Lee et al. 1997). Since then, transport scheduling and lot sizing in
supply chains is an established research and business practice question with dif-
ferent approaches in understanding and mitigating the problem of optimal decisions
by logistics managers in different supply chains (Agrawal et al. 2009; Chatfield
et al. 2004; Sharma and Lote 2013; Chen et al. 2000; Coppini et al. 2010; Jaksic
and Rusjan 2008; Metters 1997; Ozelkan and Lim 2008; Paik and Bagchi 2007;
Taylor 1999; Wright and Yuan 2008). In a different research segment, concepts and
measures regarding sustainability and green supply chain management have been
established to comply with the overall demand for sustainable business and
transport solutions (Beamon 1999). This is—among other reasons—because the
field of logistics has a special “action imperative” by being responsible for about
5.5 % of global climate gas emissions; several efforts regarding technology as well
as education and training have been directed toward that challenge (Aronsson et al.
2008; Murphy and Poist 2000; Polonski 2001; Sundarakani et al. 2010).

At the intersection of these two research streams, it can be asked what impact
sustainable solutions will have on transport scheduling and shipment size decisions
taken within supply chains. The research hypothesis regarding this field has been
outlined already in 2011 with the supposition of a “green bullwhip effect” due to
decreased flexibility in green transport concepts; therefore, it is assumed that
logistics operatives will tend to decide for increased safety stock levels in order to
mitigate anticipated flexibility cost increases in case of demand uncertainty
(Klumpp 2011). To apply a simulation and optimization approach to this research
field of a possible Green Bullwhip Effect for further insight, this research paper uses
a theoretical modeling approach for this problem, defining real demands as
uncertain, represented by random variables, inspired by previous studies in trans-
portation, with the consideration of uncertainty (e.g., Campbell et al. 2011;
Bertsimas 1992). Solutions to the problem are found by applying a meta-heuristic
approach based on an ant colony algorithm.

Problem Description and Optimization Approach

Formal Description of the Problem

The Vehicle Routing Problem with Stochastic Demands (VRPSD) has been
researched before in a number of papers but with different assumptions to this
variant. Whenever not mentioned subsequently, it is assumed that the VRPSD
solved is the classical one. The difference in assumptions is that the vehicle returns
periodically to the depot to empty its current load (Bertsimas 1992). Uncertainty is
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handled by building an a priori sequence among all customers of minimal expected
length. Also, simple heuristics are proposed and theoretical investigations are
performed: In some cases, simulated annealing is used to solve VRPSD (e.g.
Teodorovic and Pavkovic 1992). Also, an exact algorithm for the VRPSD is pro-
posed by formulating it as a two-stage problem and solving the second stochastic
integer program using an integer L-shaped method (Gendreau et al. 1995). Bianchi
et al. (2006) analyzed different hybrid meta-heuristics in terms of performance
comparable to state-of-the-art algorithms. Specifically, an Ant Colony Optimization
(ACO) is proposed called “neighborhood-search embedded Adaptive Ant
Algorithm” in order to solve VRPSD (Tripathi and Kuriger 2009). Tan et al. (2007)
use a multiobjective version of VRPSD by means of evolutionary methods. The
algorithm finds trade-off solutions of complete routing schedules with minimum
travel distance, driver remuneration, and number of vehicles, with constraints such
as time windows and vehicle capacity. Further research imposed duration con-
straints on the expected delivery costs, and this affects the structure of the set of a
priori tours (Erera et al. 2010). The problem studied in this paper can be expressed
as a 2-stage Vehicle Routing Problem with probabilistic demand increases. In this
problem, we consider the case of a company that needs to serve multiple customers
with demands and has to decide on the routes and number of vehicles needed to
serve the customers. The objective is to minimize the total distance traveled. By the
term “2-stage,” we mean the following: in the first stage, the actual demands of the
customers are not known, and only their lowest possible demands are known. In the
second stage, the actual demands are revealed and the solution must be updated. It
is assumed that the company has enough vehicles to serve the total forecasted
demand, and therefore the number of vehicle used is not considered in the opti-
mization. The routes used have an environmental effect by the carbon dioxide
emissions from vehicles used—which are directly related to the distance covered.

Let G = (L,A) be a graph with L being a set of locations and A a set of arcs
connecting the L vertices. We assume that the graph is complete and in the set of
locations O is always the depot. We also let V be the set of vehicles available for
delivery and c;; be the cost of traveling from location i to location j. We assume that
each customer at location i has at least d; amount of demand, and this amount of
demand can probabilistically increase. In order to deal with probabilistic increases
in the demands, we generate various scenarios and in each of them, the demands are
perturbed in various ways. We let S be the set of scenarios and d the demand in
location i in scenario s € S. Our objective is to find a feasible solution x that
minimizes the total travel distance and therefore the total carbon dioxide emissions.
We let x* be the route decided for vehicle v € V in x, |x"| the length of the route x",
and x; the kth visited place of the vehicle v in x. We assume that all the vehicles
have the same capacity, denoted by Q. The objective function to be minimized is
the cost sum of the preliminary tours (called base cost) and the average cost of the
extra vehicle tours required to satisfy the customers who were not satisfied by the
preliminary tours because of demand increases, simulated over various demand
increase scenarios within S. The demand of a customer revealed in a scenario s € S
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is expressed as d. The function which calculates the travel cost of extra vehicle
tours for a scenario s € S is Fy(x) using a simple and fast greedy heuristic: the
Nearest Neighborhood Heuristic (NNH; see Johnson and McGeoch 1997). The
extra cost due to stochasticity averaged over various scenarios is computed in the
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The fix function F(x) can be explained as simulating the solution x over sce-
nario s, getting a list of unsatisfied customers, heuristically finding tours for the
extra vehicle(s) to revisit the unsatisfied customers using NNH and finally returning
the total cost of these tours. The algorithmic explanation is as follows:

function F,(x) is:
unsatis fied_customers + ||
for all v € V' do
serving_capacity « vehicle_capacity
for all k€ {2.....|z"| — 1} do
if serving_capacity > d; then
serving_capacity < serving_capacity — d?
else
add k to unsatis fied_customers
missingy, « df — serving_capacity
serving_capacity « 0
end if
end for
end for
SubGraph « {0} Uunsatis fied_customers
SubV RP + VRP problem on SubGraph where
the demands are given by missing; Yk € SubGraph
y 4+ solve SubV R P via nearest neighbour heuristic
return travel cost of y
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